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Adaptive Mean-Shift Tracking
with Auxiliary Particles

Junqgiu Wang, Yasushi Yagi, Member, IEEE,

Abstract— We present a new approach for robust and effi-
cient tracking by incorporating the efficiency of the mean-shift
algorithm with the multi-hypothesis characteristics of particle
filtering in an adaptive manner. The aim of the proposed
algorithm is to cope with problems brought about by sudden
motions and distractions. The mean-shift tracking algorithm
is robust and effective when the representation of a target is
sufficiently discriminative, the target does not jump beyond the
bandwidth, and no serious distractions exist. We propose a novel
two-stage motion estimation method that is efficient and reliable.
If a sudden motion is detected by the motion estimator, some
particle filtering-based trackers can be used to outperform the
mean-shift algorithm at the expense of using a large particle
set. In our approach, the mean-shift algorithm is used as long
as it provides reasonable performance. Auxiliary particles are
introduced to cope with distractions and sudden motions when
such threats are detected. Moreover, discriminative features are
selected according to the separation of the foreground and
background distributions when threats do not exist. This strategy
is important since it is dangerous to update the target model
when the tracking is in an unsteady state. We demonstrate the
performance of our approach by comparing it with other trackers
in tracking several challenging image sequences.

I. INTRODUCTION AND RELATED WORK

ISUAL tracking is a crucial task in many applications

including robotics, surveillance [7], [3], [38], and hu-
man computer interfaces [5]. Tracking objects through image
sequences is still difficult despite intensive investigations over
recent decades. Among the obstacles leading to difficulties,
distractions and sudden motions have not been addressed in
an integrated and effective way. This work aims at alleviating
the problems brought by distractions and sudden motions by
incorporating the efficiency of the mean-shift algorithm with
the robustness of particle filtering in an adaptive manner.
Specifically, we use Markov random fields (MRF) [12] motion
priors to deal with distractions via modeling the interactions
between a target and its distraction.

The mean-shift algorithm [5], [9] is a robust non-parametric
probability density estimation method. It is a deterministic
approach and focuses on target representation and localization.
Comaniciu et al. [9] defined a spatially smooth similarity
function and reduced the state estimation problem to a search
of the basin of attraction of this function. Since the similarity
function is smooth, a gradient optimization method is applied,
which leads to fast localization. Despite its efficiency and
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robustness, the mean-shift algorithm is not good at coping with
quick motions. In addition, distractions in the neighborhood of
the target are threats to successful mean-shift-based tracking.
The basic mean-shift algorithm assumes the target representa-
tion is sufficiently discriminated against the background. This
assumption is not always true, especially when tracking is
carried out on a dynamic background such is the case for
surveillance with a moving camera. We introduce particles to
deal with the first two problems because they provide multiple
hypotheses. Adaptive tracking is one possible solution for
alleviating the third problem [7], [36].

Particle filtering [13], [16] is a probabilistic method devel-
oped on the basis of filtering and data association. Particle
filtering stands out from other filtering-based techniques be-
cause it represents multi-modal probability distributions using
a weighted sample set S = {(s),7(")|n = 1,...,N}
that maintains multiple hypotheses of the states of the tar-
gets [13], [16]. When the tracking is performed in a cluttered
environment where multiple objects similar to the target may
be present, particle filters find the target by validation and
association of the measurements. However, since the number
of particles can be large, a potential drawback of particle
filtering is the high computational cost. Moreover, the particle
set can degenerate and diffuse in a long sequence. Only a
few particles with high weights are useful after the tracking
in certain frames. Accurate models of shape and motion
learned from examples have been used to deal with these
problems [16]. Nevertheless, a drawback of this method is
that the construction of explicit models is sometimes hardly
achievable because of viewpoint changes.

The mean-shift tracking algorithm outperforms the particle
filter when the representation of a target is sufficiently dis-
criminative, the target does not jump beyond the bandwidth,
and no serious distractions exist. Although it seems these
conditions are too strict, we observed they can be met in a large
percentage of real image sequences captured for surveillance
or other applications.

In this work, the mean-shift algorithm is adopted as the
main tracker as long as these conditions are met. In other
words, only one particle driven by the mean-shift searching is
used to estimate the state of the target. Auxiliary particles are
introduced when sudden motion or distractions are detected.
When sudden motion happens, we initialize one set of particles
to model the highly dynamic properties of the target. When
distractions approach the target, we initialize an auxiliary
particle set for the target and another set for the distraction.
The particles are distributed according to the distance between
the target and distraction. The interaction between the target
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and distraction is modeled by MRF motion priors. An MRF
(or Markov networks), is a model of the joint probability
distribution of a set of random variables having the Markov
property. To simplify the problem, we use a pairwise MRF
to obtain a more realistic motion model. The joint particle
filtering is performed until the threat of distraction disappears.
The use of the mean-shift algorithm then resumes.

We update the target model according to the separation of
the foreground and background distributions. However, it is
important to choose appropriate instances for model updating.
As an approach different to the approaches used by other
adaptive trackers [36][35][41], we propose to update the target
model only when there are no threats because it is dangerous
to update the target model when the tracking is unsteady.
We compute log likelihood ratios of class-conditional sample
densities of the target and its background. These ratios are ap-
plied in feature selection and distraction detection. The target
model is updated according to feature selection results. Sudden
motions are estimated using efficient motion filters [34].

Surveillance is an important application of visual track-
ing [38]. The proposed tracker is able to track targets in dy-
namical environments, which was been previously difficult [3].
The proposed method can deal with distractions and sudden
motions, which have been the major obstacles in multiple
object tracking.

Compared with the mean-shift and particle filtering algo-
rithms, and several combinations of the two used in previous
works, the proposed approach offers several advantages. It
achieves high efficiency when the target moves smoothly.
When sudden motions or distractions are detected, auxiliary
particles are initialized to support the mean-shift tracker.
Specifically, two auxiliary particle sets are distributed to deal
with the threats of distractions. The interaction between a
target and distractions is handled by MRF motion priors.
Particle filtering partially solves the problems resulting from
sudden motions or distractions.

The remainder of the paper is organized as follows. We
introduce related works in Section II. Section III briefly
presents the target modeling method. Section IV describes
the feature selection and model updating methods. Section
V introduces motion estimation and distraction detection.
Section VII presents the application of auxiliary particles. The
performance of the proposed method is evaluated in Section
VIII and conclusions are given in Section IX.

II. RELATED WORK

Particle filtering has been improved by combining differ-
ent levels of information. Blake er al. [17] proposed the
ICONDENSATION algorithm in which high and low levels of
information are combined using importance sampling. How-
ever, modeling the dynamic characteristics accurately in an
uncontrolled environment is difficult. One of the distinguishing
characteristics of particle filtering techniques is that it repre-
sents multiple hypotheses about an object state in the form of a
multi-modal state density. The state estimation is performed by
calculating simple moments of the state density. This approach
is not valid when distractions approach the target, which leads

to several peaks in the state density. Multiple hypotheses can
increase the variance of the distribution and shift the means
of the particle set from the object position.

Particle filtering has been extended by Pitt and Shep-
hard [27], who replaced the standard resampling schemes with
a more sophisticated algorithm. They explicitly included an
auxiliary indexing variable by considering a proposal over
the entire path of the process up to the current time. Their
approach is effective in finding particles that are more likely
to survive at the next time step. However, it depends on
two assumptions that cannot be met in many cases. First,
they assume the observation density is locally smooth. In
fact, the distribution of particles contains multiple peaks when
there is distraction near the target. Second, it is assumed the
distribution for a specifically given base sample, the motion
probability distribution, is much narrower than the overall
prediction distribution. This assumption can be incorrect since
distractions might lead to large bias. Owing to the above
limitations, their approach can meet difficulties in dealing with
distractions.

Sullivan and Rittscher [30] first noticed the advantages
of the mean-shift and particle filter algorithms. They pro-
posed particle filtering-based tracking guided by deterministic
searching based on a sum-of-squared differences (SSD) type
cost function. The size of the particle set is adjusted according
to the difficulty of the problem at hand, which is associated
with motion. A deterministic search using the mean-shift has
also been applied in a hand tracking algorithm by embedding
the mean-shift optimization into particle filtering to move
particles to local peaks in the likelihood, which improves the
sampling efficiency [29]. The integration brings uncertainty to
the deterministic method so that the statistical property can
improve the robustness of their systems. However, directly bi-
asing sampled particles from the previous proposal distribution
changes the overall posterior distribution. This makes updating
the weights of the particles without bias extremely difficult,
and no method suitable for updating the particle weights after
correcting for the mean-shift bias has been given. Moreover, no
solutions have been provided for solving the problems brought
by distractions, which is the main topic of this paper.

Maggio and Cavallaro [25] combine mean-shift and particle
filtering with an adaptive state transition model. The transition
model, which is calculated using the average state velocity
in previous certain frames, is a simplified version of Zhou
et al.’s work [41]. The transition model might be helpful in
handling sudden motions. However, the likelihood guiding
the particles can be misleading since no feature selection
or foreground/background separation are taken into account.
Dore et al. [10] treat target localization as a two-step process.
First, mean-shift is adopted to find approximate locations and
then particle filtering refines the results. The major drawback
of their approach is that errors in the first step can lead to
tracking failures. Moreover, none of the above works has
effective sudden motion or distraction detection methods,
which are important for difficult tracking problems.

In the above works, the variational searching algorithm can
be attracted to a distraction approaching the target. As a result,
the trackers cannot find the target even after the distraction has
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passed. Rather than using a combination of these algorithms,
we introduce MRF motion priors. We initialize an auxiliary
particle set for each of the target and distraction. The particles
are distributed according to the distance between the target and
distraction. Cai et al. [6] embedded the mean-shift algorithm
into the particle filter framework to stabilize the trajectories
of the targets. It is necessary to learn classifiers for the targets
in their work, and this is not always possible in tracking
applications. Although the mean-shift and particle filters have
been combined in various ways in previous works, none of the
combinations dealt with occlusions and distractions explicitly.

Sudden motions have been dealt with by density estimation
or incorporation of high level knowledge. Yuan et al. [39]
dealt with the problems brought by low frame rates using
recognition techniques. Such techniques require a reliable a
priori object appearance model, which has to be learnt before
tracking. Our work aims to deal with tracking tasks in the
absence of an a priori object appearance model. We update
a target model on the fly during tracking. The updating is
necessary because the object appearance can change. By doing
so, we do not need a separate model for the object appearance
model since this can be determined from the object motion.
Kwon and Lee [20] introduced the Wang-Landau algorithm
to estimate the density of states terms, which is helpful in
dealing with sudden motions. They achieved excellent results
for a few sequences with sudden motion. However, their
approach can meet problems when there are other objects with
similar appearance to the target in the sequence. The density
estimation can mislead the tracking.

Zhou et al. [41] proposed a particle filtering-based approach
that focuses on adaptive target appearance modeling. The tar-
get modeling was conducted by updating a mixture appearance
model. Their work also changes the number of particles, which
bears certain similarity to our work. However, they did not
consider the discriminative power of different features based
on the contrast between a target and its background, which is
very important for effective target representation. In addition,
their method cannot deal with distractions, with there being
no clear solution to this problem in their work.

III. TARGET MODELING

The target model should be as discriminative as possible
to distinguish between the complex target and background. In
addition, it should be able to adapt to appearance changes due
to illumination or viewpoint variations. Color is a powerful
feature for tracking deformable objects in image sequences
with complex backgrounds. It has been widely used in mean-
shift [9], [37] and particle filtering [17], [26]. However, the
performance of tracking using color features is not good when
an object and its background have similar colors. A similarity
measure of color cues is not sufficiently discriminative because
the appearance of the target is transformed into a global his-
togram. Moreover, it is computationally expensive to compute
histograms for a large sample set for particle filtering.

Multi-cues have been widely used in tracking and detection
systems [4], [17]. We use an adaptive tracking algorithm that
represents the target using reliable features selected from color

and shape-texture cues [36]. It has been demonstrated that
using multi-cues can result in better tracking performance
against distractions [36].

Color cues are computed in three color spaces: RGB, HSV
and normalized rg. There are seven color features (R, G, B, H,
S, r, g) in the candidate feature set. These color channels are
each quantized into 12 bins. A color histogram is calculated
using a weighting scheme in which the Epanechnikov kernel
is applied [9]:

sea (d4+2)(1 = [Ix]1?), if [)x[|* < 1;
k(x) = (1)

0, otherwise,

where ¢, is the volume of the unit d-dimensional sphere. Thus

we increase the reliability of the color distribution when these

boundary pixels belong to the background or get occluded.
The color distribution hy = {p;b"’”)}bm:l__,m of the target

is given by

G = ST k(|Ixil)OTA(X:) — bin, 2)

X;ERy

where 0 is the Kronecker delta function and h(x;) assigns one
of the m-bins (m = 12) of the histogram to a given color at
location x;. Cy is a normalization constant. It is calculated as

1
2xier, B(xil*)

A shape-texture cue is described by an orientation his-
togram, which is computed based on image derivatives. The
derivatives are obtained by running Scharr masks [18]. Scharr
masks can give more precise results than Sobel masks do [18].
The orientations are also quantized into 12 bins. Each orien-
tation is weighted and assigned to one of two adjacent bins
according to its distance from the bin centers.

The similarity between the model and its candidates
is determined using the Bhattacharya coefficient [9]. The
Bhattacharya coefficient is an approximate metric measuring
the amount of overlap between two samples. It can be
interpreted as the cosine angle between two vectors in the
viewpoint of geometry.

Cr= 3)

IV. FEATURE SELECTION AND MODEL UPDATING
A. Log-Likelihood Ratio Images

To determine the descriptive abilities of different features,
we compute log-likelihood ratio images [7], [31] based on the
histograms of the target and its background. Log-likelihood
ratio images are also employed in detecting possible threats
to the target.

The likelihood ratio can be used to produce a function
that maps feature values associated with the target to positive
values and those associated with the background to negative
values. The frequencies of the plXClS that apgeax in a histogram
bin (p(®in)) are calculated as C bin) p bin /ny and Cébi”) =

ébm /mp, where ny is the pixel number of the target region
and ny; the pixel number of the background.
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The log-likelihood ratio of a feature value is given by
max(C}bi"), or)
max(¢;"", 5)

where ¢y, is a very small number (d;, is set to 0.001 in this
work). The likelihood image for each feature is created by
back-projecting the ratio for each pixel in the image.

L®n) = max(—1, min(1, log ), @

B. Discriminative Feature Selection

The discriminative abilities for different features used in
separating the target from the background may differ. Those
features with high discriminative abilities probably provide
reliable tracking. Feature selection can help minimize the
tracking error and maximize the descriptive ability of the
feature set. Given my features available for tracking, we wish
to find the subset of features of size m,, (m,, < mgy) with
high discriminative ability.

The goodness of a feature can be evaluated using different
criteria such as mutual information or the variance ratio. The
mutual information theory is used first to select features that
discriminate the target and background. The mutual informa-
tion is the relative entropy between the joint distribution of
the target and background. It is defined as

M(F,B)=H(F)+ H(B)— H;(F,B), 5)

where H(F) and H(B) are the entropies of the foreground
(target) and background, respectively, and H; is the joint en-
tropy of the foreground and background. The mutual informa-
tion is minimized when the feature is the most discriminative.
Zaffalon and Hutter [15] derived an exact analytical expression
for the mean of mutual information and an analytical approxi-
mation of the variance. Leung and Gong [21] adopted these in
their Haar feature selection. We implemented feature selection
using mutual information and the results were not good owing
to only the first order approximation being used.

Instead of directly ranking the features using the mutual in-
formation, we find the features with the largest corresponding
variances of the mutual information. Although variance ratios
cannot be calculated directly based on foreground/background
histograms, the likelihood images make the calculation pos-
sible by transforming histograms into unimodal distributions.
We find the features with the largest corresponding variances.
Following the method used by [7], on the basis of the equality
var(z) = E[x?] — (E[z])?, the variance of Equation(4) is
calculated as

var(L;p) = B[(L"")?] = (E[L""])%.

The variance ratio of the likelihood function is defined as [7]

var(BU F) var(L; (py + pv)/2)

- var(F') + var(B) B var(L; py) 4 var(L; py) ©

C. Weighting of Different Cues

We choose a number of cues because they are needed for de-
scribing a wide range of targets. For successful tracking, there
are only a few cues that are helpful for foreground/background
discrimination. Blindly using cues having little discriminative

ability only misleads the tracking and may even hide useful
information. We use the first two features selected using the
method described in the previous subsection. These features
are combined for the mean-shift tracking. Since the first two
features have different descriptive abilities, different weights
should be assigned to them. It may seem the weights should be
based on the variance ratios calculated using Eq. 6. However,
variance ratios represent the discriminative abilities of different
features, whereas the weights given to different features should
reflect their descriptive abilities. In this work, we use an alter-
native to compute the weights for the appropriate integration
of the selected features.

To compute the descriptive ability of an input cue for a given
target, it is assumed the probability distribution functions of
the target region are represented by the log-likelihood images
obtained using feature ¢. We calculate the probabilities of a
pixel x to be assigned to the foreground (P}) and background
(Pbi) based on the selected feature ¢:

P} (x) = log(max(C}(x), 05)), @)
and
Py (x) = log(max((f(x), L)) (8)

Since the labeling of the pixels is provided in the first
frame, we calculate the wrong label assignment on the basis
of back-projection using feature ¢ for pixel x with Bayesian
formulation. It is calculated as the sum of probabilities of a
foreground pixel having a background label assigned and a
background pixel having a foreground label assigned:

Pi(x) = P(x€ f)P(x—blxe f)
+P(x €b)P(x — fIx € D).

Summing the probabilities, we obtain

1 )
PO = 5 hx
{X:pi (X) >} (X)}

+ / _ - ph(x)dx).
{Xep} () >l (X))}

Based on the above equation, we calculate the probability
of feature 7 as

1 (i i
H:iﬁmmwﬂm®ﬂx 9
The weight of feature ¢ is then
(7))
Wi = S 5T (10)
k:1(Pk) !

where m,,, is the number of the selected features.

D. Updating the Target Model

It is necessary to update the target model because the
appearance of a target tends to change during tracking. Un-
fortunately, updating the target model adaptively may lead to
tracking drift because of the imperfect classification of the
target and background. We found the feature adaptation needs
to be carried out very carefully. The updated model may drift
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from the actual model because the new model cannot describe
the target perfectly. In our method, the adaptation is employed
when the new feature is better than the previous one. Only
one feature is updated in each adaptation to maintain smooth
tracking.

To reliably update the target model, we propose an ap-
proach based on similarities between the initial and current
appearances of the target. Similarity 6 is measured by simple
correlation-based template matching performed between the
initial and current frames. The updating is conducted according
to the similarity 6:

H,, = (1—60)H; + 0H,, (11)

where the H; is the histogram computed for the initial target,
H., is the histogram of the current appearance of the target,
and H,, the updated histogram of the target.

Template matching is performed between the initial model
and the current candidates. Since we do not use the search
window that is necessary in template matching-based tracking,
the matching process is efficient and contributes little compu-
tational cost to our algorithm.

In an unstable tracking period (when sudden motions or
distractions are detected), the classification of the target and
background is not reliable. It is difficult to update the target
model reliably at these moments. Thus the model is updated
when the tracker is in a stable state.

V. SUDDEN MOTION ESTIMATION

Discriminative mean-shift tracking is sufficient for deter-
mining the position of a target when it moves smoothly
and slowly. Particles are necessary for estimating the correct
position of the target when it moves quickly. The number of
particles is adjusted according to motion information for the
target.

Both the target and its background can have sudden motions,
which threaten successful tracking. We propose a novel sudden
motion estimation method that is a two-step process. Efficient
local motion filtering is carried out for each frame. If local
motion is sufficiently large, we estimate the global motion
by fitting a motion model. We found that large local motion
can be detected no matter the sudden motions of the target or
background. This two-step process is very efficient.

A. Local Motion Filters

We revised the motion filters that have been applied in
pedestrian detection [34]. We estimate the motion of fore-
ground and background regions simultaneously and partially
solve the problem of having a dynamic background.

Five motion filters are applied to image pairs:

AL

I _
) )

174 (x)|dx, (12)

XeRg

where I; and I; 1, are consecutive images, nrgy is the number
of pixels in a specific region, and 7, € {o,—,—,1,]} is
the image shift operator denoting no shift and a left shift,
right shift, upward shift, and downward shift of one pixel,
respectively.

The motion filters are applied to the target and its back-
ground region. The results for the four motion filters (A;,i €
{1,2,3,4}) are compared with the absolute differences Ag:

M} =|A] - Af|, MP = |AY - A (13)

where M, represents the likelihood that a particular region is
moving in a given direction.

We compute the maximum motion likelihood to determine
the number of particles for the tracking:

Mpae = maX(|Mif — M?|)ic123.4.- (14)

Given the high efficiency of the estimation method, it is
performed for each frame before tracking is carried out.

B. Background Motion Estimation

When large local motions are detected, we estimate back-
ground motion. Background motion is estimated using frame
differencing in image sequences captured by a stationary
camera. However, frame differencing is not directly applicable
when the background of the target is dynamic.

We fit a parametric background motion model using lo-
cal features detected in consecutive frames. The Harris fea-
tures [14], scale-invariant features (SIFT) [22] or other more
reliable features can be used in the motion estimation. We
choose Kanade-Lucas-Tomasi (KLT) [23], [2] features because
they are computationally cheaper than other features. Error
may exist in feature correspondences found using normal-
ized cross correlation. We filter out the outliers out using a
variation [32] of the random sample consensus (RANSAC)
algorithm [11]. The largest set of inliers obtained from the
RANSAC is used to fit an affine motion model. The subregion
in the current frame is warped on the basis of the background
motion model.

VI. DISTRACTION DETECTION

Distractions in the neighborhood of the target have a similar
appearance to the target and are possible threats to successful
tracking. When the similarity between the target model and its
candidate is less than a certain value (p?), distraction detection
is performed using spatial reasoning [7] to find peaks besides
the target in the log-likelihood ratio images. Note that the log-
likelihood ratio images here are back-projection results of the
conditional distributions based on selected features.

Assuming the region R actually contains the target and
the region Rp is a possible distraction, we want to find the
region that is the greatest threat to the target. That is, we want
to find the region where the sum of the log-likelihood ratios
is closest to that in the target region:

min(| Y L) — 3" L)
Rp

Rx

) 5)

where Rx is a region in the neighborhood of the target.

A simple approach for detecting distractions is an exhaustive
search. This process requires the generation of histograms for
the regions centered at every possible point. It is too expensive
to compare the sums of log-likelihood ratios in all possible
regions with that in the target region. The searching process
can be accelerated using two-step processing based on an
integral likelihood image [28].
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Likelihood image  The target

Remove the target

The distractor

Fig. 1.  Distraction detection. The target is found and then the region
corresponding to the target is removed. The region with the maximum sum
of likelihood ratios is detected.

A. Fast Distraction Detection Based on the Integral Likeli-
hood Image

Viola and Jones [33] found it is possible to calculate the
sum of the values within rectangular regions in linear time
without repeating the summation operation for each possible
region. A constant number of operations for each rectangular
sum is needed to compute such sums over distinct rectangles
many times. A cumulative image function is defined such that
each element of this function holds the sum of all values to
the left and above the pixel including the value of the pixel
itself. Starting from the top left corner and traversing to the
right and then downward, the value at the current pixel of the
cumulative image is obtained by the addition of the top-left
and the bottom-right values, then subtraction of the top-right
and bottom-left values.

We calculate the integral likelihood image on the basis of
on an idea in [33]. The similarity value for each pixel in the
image is computed using addition and subtraction, which are
computationally efficient. The peak D7 representing the target
region can be found in the similarity value image. The target
region in the log-likelihood image is removed and a second
integral log-likelihood image is computed from the current
image. The most dangerous distraction is detected by searching
for the peak Dp in the convolved image.

The difference between the two peaks represents the threat
strength of the distraction:

p=|Dp — Dr|. (16)

The distraction may attract the mean-shift tracker to an
incorrect position if it is strong enough. We initialize an
auxiliary particle set to track the distraction region when p
is less than the given threshold p”.

VII. AUXILIARY PARTICLE FILTERING

Particle filters, also known as sequential Monte Carlo
methods, are powerful model estimation techniques based on
particle approximation. We give a brief description of particle
filtering techniques in the following subsection. Particle filter-
ing for sudden motions and distractions is then described.

A. Particle Filtering

Particle filtering is a sequential non-linear Bayesian state
estimation method that uses various approximations. In par-
ticular, particle filtering represents the probability distribution

@ y) o (e y)

B

Fig. 2. Fast distraction detection using integral log-likelihood ratio images.
The sum of the log-likelihood ratios in the rectangle (z’,y’; z”,y”) is defined
by its upper left (z’,y’) and lower right (z”,y”) corners in the image. The
sum of any rectangle in the searching region can be computed in constant
time.

of the state vector as a weighted particle set, which is updated
and propagated by the algorithm recursively. Particle filtering
aims to estimate the distribution P(x¢|zo.;), where z; is
the unobserved state at time ¢ and zg. is the sequence of
observations from time 0 to time ¢. Particle filtering does not
have the restrictions of Gaussian assumptions regarding the
transition and noise models, which are required by Kalman
filters. Therefore, particle filtering is capable of evaluating a
wide range of distributions.

Letting the weighted particle set {Sgn),ﬂ(

tn)}ne{17...)J} be

the representation of P(xz|zo.+), where W,En) is the weight of

particle sgn), P(x¢|z0.¢) is described by
SR

The particle filtering estimates the states of a target in a
recursive manner:

Plar|200) = aP(zi]r) / Plar1)70—1) Pla|es_yday).

P(xt]20:¢) -z )

Given the distribution P(2;_1|20.t—1), particle filtering cal-
culates the filtered distribution P(z¢|20.t). Embedding the
weighted particle set into the above equation, we obtain the
approximation of P(x¢|zo.¢):

Plai|z04) & aP(zila) Y m"y Pladay™).

It is important to compute samples in the weighted particle
set. Sequential importance re-sampling has been widely used
for this purpose [1]. Using this technique, particle filtering
works in the following way. First, J samples xﬁ") are drawn
from the proposal distribution g(x):

2" ~ qla Zm  Plarfaf™)),

by selecting a random number 7 uniformly from [0,1], choos-
ing the corresponding particle 7, and then sampling from
P(:z:t|:r§’1)1). This transition model can be any model from
which samples are easily drawn. Second, we set the weight
™) as the likelihood:

£ :

" = P(z]a™).
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The samples x(™) are fair samples from P(x;|20.4_1).
Reweighting them in this fashion accounts for the observation
2. Third, we normalize the weights 7(") using

oy Pzl )p(e™ ™)
T X

t

b

(e |25y, 20:0)

where 27 7™ = 1.

B. Particle Filtering for Sudden Motion

We handle sudden motions by introducing particle filtering
and incorporating motion information estimated. The number
of particles (/V},) is determined from the motion computed:

JS = max(min(JOMmaz7 Jma$)7 szn)a (17)

where Jy is a coefficient and J,,;, is the smallest number of
particles and J,,,; the largest number of particles required to
maintain reasonable number of particles.

The motion model is a normal density function centered on
the previous pose with a constant shift vector:

x{ =X;_1 +xc+u{, (18)

where uJ is a standard normal random vector and x° a constant
shift vector from the previous position according to the motion
estimation results.

We assume a standard linear Gaussian model. The initial
joint state is Gaussian:

P(XO) :N(XO;mOvVO)v (19)

where my is the mean and v is the corresponding covariance
matrix. Gaussian noise is added to the linear motion model
for the model to deal with:

P(thptfl) = N(Xt;AXt717F)7

where I' is the prediction covariance and A is a linear
prediction matrix.

The state estimation results of the mean-shift are passed to
particle filters. The motion prior is given on the basis of the
motion estimated. When the motion is large, more particles
are distributed.

(20)

C. Particle Filtering for Distractions

After distractions are detected, a joint particle filter with an
MRF motion model is initialized [19]. The motion interaction
between the target and distraction ¥ (X, X;;) is described
by the Gibbs distribution (X, Xj¢) o< exp(—g(Xit, Xj¢),
where ¢g(X;;, X;;) is a penalty function approximated by the
distance between the target and distraction.

The posterior for the joint state X; is approximated as a set
of J weighted samples:

P(X,|2") =~ kP(Z|Xo) ] ¢(Xi Xj0)

ijeE
Zﬂ-t HP zt|X1(t 1))

where the samples are drawn from the joint proposal distri-
bution, k is a normalizing constant that does not depend on

the state variables, E is the edges in the MRF model, and
the samples are weighted according to the factored likelihood
function:

2
S):HP(Z”‘X Hib 1:)7X(8 ),

% el
where Z;; are measurement nodes.

Based on this form, the predictive motion models of the
target and its distraction are kept. In addition, the MRF
interaction potentials afford us the possibility of easily spec-
ifying domain knowledge governing the joint behavior of the
interaction.

The interaction requires a particle filter in the joint config-
uration space. We use a mixture of particle filters in a method
know as probabilistic exclusion [24], for which each pixel
measured belongs to only one target.

D. Algorithm Summary

The detailed steps of the proposed tracking algorithm are
as follows.

Algorithm: Adaptive Mean-Shift Tracking with Auxiliary
Farticles.

Input: Initial target region given in the first frame I;
t video frames I, ..., Iy;
Output target regions in Io, ..., I;

Initialization in [;

1. Save the initial target appearance for model updating;

2. Compute the similarity (f1) between the target model
and the candidate.

FOR each new frame I;:
Estimate the motion (M;) in the consequential frames;
IF M; > My
THEN initialize particles according to the motion
estimated.
ELSE
IF the similarity is less than a given threshold (6;_; <
6T)
THEN detect distractions in the neighborhood of
the target
IF Distraction is detected (p < p7)
Initialize MRF particles;

ELSE
Update the target model.
END IF
END IF
END IF

Estimate the position of the target.
Compute the similarity S; for the next frame.
END FOR
We give implementation details that are important in the
tracking.
Switching from mean-shift to particle filtering When sud-
den motions or distractions are detected during the tracking, it
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Fig. 3. Tracking results for Egtest05. The proposed tracker can deal with
occlusions in the sequence.

is necessary to adapt to particle filtering to deal with tracking
problems. The particle filtering steps have been introduced in
the previous subsections.

Switching from particle filtering to mean-shift When
threats such as sudden motions or distractions disappear, the
variance of the particle set becomes very low. The mean of
the particle set is calculated and re-initialized as the starting
point of the mean-shift algorithm. The mean-shift algorithm
runs until another threats are detected and particle filtering
resumes.

Occlusions The tracking switches to particle filtering when
the observation likelihood of the target is below a certain
threshold, which indicates a possible occlusion. During the
occlusion period, the updating of the target is stopped to avoid
drifts of the target model. Since the camera and targets are
not assumed to be stationary, zero-motion is assumed with
different uncertainties calculated based on motion detection
results.

VIII. EXPERIMENTAL RESULTS

The proposed tracker was implemented and its performance
tested for a wide variety of challenging image sequences in
different environments and for different applications. In some
sequences, both sudden motions and distractions exist, which
makes the tracking challenging. We have carried out qualitative
and quantitative tests on these sequences. The advantage
of the proposed tracker is demonstrated by comparing its
performance with the performances of other trackers.

A. Qualitative Performance Evaluation

Face tracking is crucial for the new generation of human
and computer interfaces. A video sequence' containing faces
is tested using our method (Fig.4). A man’s face moves from
left to right very quickly and then back. The illumination
of the face varies in the sequence. There are also clutter
and ambiguous colors in the background. The results for

'The human face image sequence can be obtained from

http://vision.stanford.edu/~birch/headtracker/.

the proposed tracker are compared with the results for the
mean-shift and particle filtering algorithms. Note that rg color
features are used in the mean-shift and particle filtering algo-
rithms to deal with the varying illumination. The basic mean-
shift algorithm fails at the 5" frame. The particle filtering
algorithm does a better job than the mean-shift algorithm
does. However, the tracking accuracy is not high owing to the
low discriminative ability of the feature. The proposed tracker
selects good features and tracks the face successfully for the
whole sequence.

The second tracking example (Fig.5) demonstrates the use-
fulness of the auxiliary particles and the model updating strat-
egy. The target’s appearance changes greatly in the sequence.
Furthermore, the target has large motion. It is difficult to
track the target through the sequence. The mean-shift tracker
fails when the girl turns her face away from the camera. The
particle filtering tracker was also unable to cope with the
girl turning away. In contrast, the proposed tracker updates
the target model adaptively when the appearance changes and
auxiliary particles are introduced to deal with sudden motions.
Thus it was able to track the target successfully thorough the
sequence.

The third example (Fig.6) uses a sequence captured using a
moving camera. The background in the sequence is dynamic.
Thus a background subtraction method is useless in this case.
There are objects (cars) in the sequence that have appearances
similar to that of the target, the target appearance changes
greatly and there are sudden motions of the camera in the
sequence, all of which make tracking difficult. The target
was tracked by five trackers: the proposed tracker, the basic
mean-shift tracker, the variance ratio tracker [7], the peak
difference tracker [7] and the fore/background ratio tracker [5]
trackers. We only show the tracking results for the proposed
tracker in Fig.6 because all other trackers failed to track the
target in the sequence. (The quantitative performance is given
in the next subsection.) The basic mean-shift algorithm and
the variance ratio algorithm failed when the target met other
objects with similar appearances. Other trackers failed owing
to the car turning or sudden motion of the camera. In contrast,
the proposed algorithm detects the threats of objects with
similar appearances and sudden motions. The tracker uses an
appropriate strategy to deal with these difficulties and tracks
the target successfully throughout the sequence. This example
demonstrates the importance of the sudden motion estimation
and threat detection.

The above tests show that the proposed tracker can detect
threats such as sudden motion and distraction. Choosing an
appropriate strategy to deal with these problems makes the
tracking robust. Moreover, the tracking is efficient thanks to
the use of the mean-shift and particle filtering.

B. Quantitative Performance Evaluation

We quantitatively evaluate our approach using a public
CMU dataset with ground truth [8]. The dataset comprises six
sequences: EgTest01(1820 frames), EgTest02 (1300 frames),
EgTest03 (2570 frames), EgTest04 (1832 frames), EgTest05
(1763 frames) and Redteam (1917 frames). There are sev-
eral factors that make the tracking challenging: different
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Fig. 4. Face tracking results using the basic mean-shift tracker (first row), the particle filtering tracker (second row), and the proposed method (third row).
The face in this sequence moves very quickly.

O RGBHS 8 ST P RGBHS T 8 ST Y RGBHS T B ST RGBHST g ST "RGBHST 88T

(d)

Fig. 5. Tracking results for the woman’s face sequence using (a) the basic mean-shift tracker, (b) the particle filtering tracker, and (c) the proposed method.
The features selected by the proposed tracker and their weights are shown in (d). During the initialization, the hue and shape-texture features are selected
for representing the target. Hue has a larger weight than the shape-texture feature does because the face can be described well by hue. When the woman
rotates her head, the weight of hue decreases. The hue feature is replaced by the shape-texture feature when the woman’s head has turned around. The hue
feature is selected again when her head rotates back. Note the initial target representation has never been discarded totally. It is used to anchor the current
representation.
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(f) Target appearance changes

Fig. 6. Tracking results for the EgTest02 sequence using the proposed tracker. Cars similar to the target are threats to robust tracking in the sequence. Both

the target and the background have large variations in appearance.

viewpoints (the sequences are captured by moving cameras),
similar objects nearby, sudden motions, illumination changes,
reflectance variations of the targets, and partial occlusions.

The tracking results are compared with those of basic mean-
shift and particle filtering trackers. Since the proposed tracker
updates the target model on the basis of feature selection,
it is reasonable to compare it with those adaptive trackers.
The variance ratio, peak difference [7] and the adaptive
multi-feature [36] trackers are included for this purpose. We
have implemented the mean-shift-embedded particle filtering
tracker [29] using the same parameter settings as those in the
work [29]. The performance of that tracker is also compared
because it is a representative variation of the combination of
the mean-shift algorithm and particle filtering. For the particle
filtering tracker, the target model is represented by 12x12x12-
bin RGB histograms. There are 100 samples in the sample
set. RGB histograms are also adopted in the basic mean-shift
algorithm. The similarity measure is the Bhattacharya distance
between the model and its candidate.

The most important criterion for the comparison is the
fraction of the dataset tracked, which is ratio of the number of
tracked frames and the total number of frames. The tracking
is considered to be lost if the bounding box does not overlap
the ground truth. The tracking is then stopped then even if
the tracker accidentally catches the target again. The tracking
success rates achieved by each tracker are compared and the
results are shown in Table I. The numbers in parenthesis
are the ranks of the trackers. The proposed tracker gives
the best results (or results no worse than any other trackers)
in all test sequences. The basic mean-shift algorithm has
poor performances for several sequences (EgTestO1, EgTest02,
EgTest04, and EgTest05). This is reasonable because the
basic mean-shift does not include an adaptive strategy and

does not detect threats of sudden motions and distractions,
which are common in these sequences. The variance ratio
tracker [7] has better performance than the basic mean-shift
tracker does for EgTest01 and Redteam sequences. However, it
is worse than the basic mean-shift tracker for other sequences
because only color features are used. The peak difference
tracker has similar performance to that of the variance ratio
tracker. All these mean-shift-based trackers have difficulties
in dealing with sudden motions and distractions. The particle
filtering-based tracker and the mean-shift-embedded particle
filtering tracker [29] perform well for EgTest01, EgTest04, and
Redteam sequences. One reason for this is that the particle
filtering framework is good at dealing with sudden motions
appeared in these sequences. We noticed that the proposed
tracker has a performance similar to or better than the perfor-
mances of other particle filtering-based trackers. The particle
filtering-based trackers have relatively low performances for
EgTest02 and EgTest03 sequences because distractions in the
two sequences threaten the tracking. The proposed tracker
overcomes the threats owing to its strategy of modeling the
interaction between the targets and distractions on the basis of
two sets of auxiliary particles with MRF motion priors.

We evaluate the tracking accuracy of the proposed tracker
as another important criterion. Our tracker has better tracking
accuracy than that in [36] has. We evaluate the tracking
accuracy in the tracked frames using two criteria: average
overlap between bounding boxes (OL-BB), which is the per-
centage of the overlap between the tracking bounding box
and the box identified by ground truth files; average overlap
between bitmaps within the overlapping bounding box area
(OL-BM), which is computed in the area of the intersection
between the user bounding box and the ground truth bounding
box. The comparison results (including tracking success rates
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and tracking accuracy) are given in Tablel. Compared with
the performance of the tracker used by [36], the proposed
approach gives better tracking accuracy for four sequences.
The proposed tracker has similar tracker accuracy for the
other two sequences. We believe that the performance gain
is achieved because we use a weighted histogram to represent
a target, which is different from the case for the tracker used
by [36] that employs a fixed two-dimensinoal histogram. The
localization error of the proposed tracking is lower since the
back-projection is carried out on the basis of dense histograms.
Moreover, the tracking accuracy for the difficult frames is
improves.

The comparisons demonstrate the proposed tracking algo-
rithm has a performance superior to the performances of the
other trackers. The tracking results for EgTest02 are shown
in Fig. 6. Despite the distractions and sudden motions in
the sequence, the proposed tracker completes the tracking
successfully. Fig. 6(d) illustrates how the appearance of the
target changes over time.

There are sudden motions and image blur in the EgTest04
sequence, which lead to the failure of the basic mean-shift
tracker. The proposed tracker detects the motion successfully
and initializes auxiliary particles. These particles enable the
proposed tracker to cope with the sudden motion.

The proposed method has relatively poor performance in
EgTest03, EgTest04, and EgTest05 sequences. The main rea-
son leading to failure for EgTest03 and EgTest04 is the
congestion of several similar objects. This shows the proposed
method is not perfect in handling the distraction problem.
There are long-duration occlusions in the EgTest05 sequence,
which lead to tracking failure. The proposed tracker can deal
with short-term occlusions, but it is still limited in dealing
with long-duration occlusions. Despite these limitations, the
proposed tracker has shown its potential in the pursuit of
efficiency and robustness.

C. Computational Complexity

The running time of the proposed tracker depends on the
difficulty of the image sequence in which a target is being
tracked. If there are frequent sudden motions or distractions
happen frequently, the efficiency of the proposed tracker is
relatively low. Otherwise it has high efficiency because the
mean-shift algorithm is adopted in most cases. The current
implementation runs on an Intel Centrino 1.6GHz laptop with
1Gb RAM.

The performance of computational complexity is given in
Tablel. The proposed tracker is more efficient than other parti-
cle filtering-based trackers in all the test sequences because it
adopts particles only if necessary. Although mean-shift-based
trackers are sometimes faster than our algorithm does, they
cannot achieve stable tracking and have lower tracking success
rates than our algorithm. The proposed tracker uses less time
than the approach in [36] in EgTestO1 and RedTeam because
it updates the appearance model at necessary occasions. The
two sequences are not very difficult although a few sudden
motions exist, which lead to the failure of the other trackers
in EgTestO1. The distractions and sudden motions in EgTest02

and EgTest03 make the proposed tracker slower than for
EgTest01 and RedTeam. The occlusion handling strategy also
makes the tracking for EgTest05 less efficient. These results
reflect our idea that: complicated approaches should be used
for those difficult frames and a simple and efficient strategy
should be used for those easy frames.

IX. CONCLUSIONS AND FUTURE WORK

We have described an adaptive mean-shift tracking algo-
rithm with auxiliary particles in the pursuit of robust and
efficient tracking. The arrangement of the particle filtering
and the mean-shift algorithm is based on the difficulty of
the tracking associated with sudden motions and distractions.
The strategy of updating the model by our tracker effectively
deals with changes in the appearance of targets. The proposed
approach provides better performance than do the mean-shift,
particle filtering, and other related trackers.
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