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Abstract— This paper presents a novel approach using com-
bined features to retrieve images containing specific objects,
scenes or buildings. The content of an image is characterized
by two kinds of features: Harris-Laplace interest points
described by the SIFT descriptor and edges described by the
edge color histogram. Edges and corners contain the maximal
amount of information necessary for image retrieval. The
feature detection in this work is an integrated process: edges
are detected directly based on the Harris function; Harris
interest points are detected at several scales and Harris-
Laplace interest points are found using the Laplace function.
The combination of edges and interest points brings efficient
feature detection and high recognition ratio to the image
retrieval system. Experimental results show this system has
good performance.

I. INTRODUCTION AND RELATED WORK

Content-Based Image Retrieval (CBIR) aims to find im-
ages with the required characteristics in an image database.
A successful CBIR system is based on distinctive fea-
ture detection, effective feature representation, and effi-
cient indexing. In recent years, interest point detectors
and descriptors are employed in many CBIR systems [5],
[10], [11]. Representation based on local features is robust
against background changes and occlusion because of the
small sizes of local features. However, local features are
not always enough for discrimination: It is difficult to
differentiate Fig.1.(a) from Fig.1.(b) if color information is
not considered. No reliable interest points can be detected
in Fig.1.(c) and Fig.1.(d). These examples show that color
information is very important for image retrieval.

Color is one of the most intuitive features for vi-
sual recognition. The color histogram that describes the
statistics of colors in an image is widely used in CBIR
systems. It is easy to compute and is insensitive to small
changes in viewing positions and partial occlusion. How-
ever, the color histogram has several disadvantages: firstly,
the color histogram overlooks salient local features that
have discriminative ability. Secondly, if the background of
the image has the dominant color, the representation is
not effective when the background changes. Thirdly, the
traditional color histogram does not include any spatial
information. Images with similar color distributions may
have very different appearance.
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In this work, we aim to combine the SIFT descriptor
with color histogram to describe an image. In [1], an
image is decomposed into three kinds of regions: smooth
areas, edges and corners. There are little signal changes
in a smooth area, whereas edges and corners contain the
maximal amount of information necessary for a successful
recognition. The image is well represented if corners and
edges are detected and characterized efficiently. In this
work, the detection of edges and corners is achieved using
the Harris function [1]. The representation of edges is
based on the color histogram. The changes of color in
an image occur at the color edges, therefore the color
distribution on the pixels around edges is similar to that
of the image [12]. The edge color histogram partly solves
the problem caused by background changes. Shim and
Choi propose the edge color histogram computed only on
edges [12]. However, the detection of edges in [12] is a
little complex and they do not utilize information of interest
points. Mikolajczyk and Schmid extend the Harris detector
to the Harris-Laplace detector which detects Harris interest
points at several scales and then selects the right scale by
finding the maximum of the Laplace function [5]. Harris-
Laplace detector is able to deal with the problem of scale
changes. In this work, the Harris-Laplace interest points are
described by the SIFT descriptor that is better than other
descriptors [6].

Several CBIR systems incorporate spatial information
about colors to improve upon the histogram method. In
[12], the color pixels on the edges are classified into
three kinds: horizontal, vertical and non-orientation. In this
work, color pixels are projected on the horizontal and the
vertical directions to include spatial information. Using this
approach, one color pixel may contribute to both directions.
Thus the spatial description is more accurate than [12].

The interest points detected in an image are described by
the SIFT descriptor which is a 128-dimensional vector. Im-
age retrieval based on directly nearest neighbor searching is
not efficient enough [15]. The Vector Space Model(VSM),
which has been successfully used in text retrieval, is em-
ployed in this work to accelerate the localization process.
In the VSM, a collection of documents is represented
by an inverted index. In the index, each document is a
vector and each dimension of the vector represents a count
of the occurrences for a word [15]. The documents for
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Fig. 1. Examples show that color is an important cue. The first two
images cannot be discriminated if color information is not considered.
No reliable interest points are detected in (c) and (d).

retrieval are parsed into words based on a vocabulary; then
different weights are assigned to each term according to the
frequency of the term in the document. Using the k-means
algorithm [2], a visual vocabulary is constructed to realize
the above ideas. In the visual vocabulary, each term is the
centroid of a descriptor cluster. An inverted index is built
based on this visual vocabulary [15].

The number of the interest points detected in an image
depends on the size and the structure of the image. The
image representation based on the interest points is not
discriminative enough when few interest point is detected.
Given the number of the interest points, different weights
are assigned to the dissimilarity measures of interest points
and edges at the image retrieval stage.

In section II, the integrated feature detection algorithm is
proposed; indexing is discussed in section III; the dissimi-
larity measure methods are given in section IV; experiments
based on two image databases are described in section V;
the paper is concluded in section VI.

II. FEATURE DETECTION

The Harris detector [1] has been widely used in stereo
matching, object detection and image retrieval for its
repeatable detection performance. The basic idea of this
detector is to use the autocorrelation function in order to
determine locations where the signal changes in one or two
directions. A matrix related to the auto-correlation function
is computed:

C(x, σI , σD) = σ2
DG(x, σI)∗

(
L2

x(x, σD) LxLy(x, σD)
LxLy(x, σD) L2

y(x, σD)

)

(1)
where σD is the derivation scale, σI the integration scale,
G the Gaussian, and L the image smoothed by a Gaussian
kernel.

This matrix has two eigenvalues that are the principal
curvatures of the auto-correlation function. No structure
exists when the two eigenvectors are very small. One large
and one small eigenvalues indicate the presence of an edge.
If both of them are very large and distinct, there is a corner-
like structure. Edges and interest points can be computed
based on:

det(C) − α · trace2(C) < TE , (2)

and
det(C) − α · trace2(C) > TC . (3)

Edges are computed based on on eq.(2), where α is the
coefficient of the Harris function and TE is the threshold of
the Harris function(TE < 0). The edge detection is carried
out at the first scale. Interest points can be detected by using
eq.(3), TC is the threshold for interest points(TC > 0).

The interest points detected by the Harris detector are
not invariant to scale changes. The Harris-Laplace detector
can detect scale invariant features [5]. The first step of
this method is to compute interest points (Harris points)
at different scales. Then the points with a local maximal
measure (the Laplacian) are selected as Harris-Laplace
interest points. According to [3], local extrema over scales
of normalized derivatives indicates the presence of the
characteristic local structures. The Laplacian is used in
the Harris-Laplace interest point detection due to its high
detection rate [5]. The scale of the point with the maximum
of the Laplacian is taken as the characteristic scale of this
interest point. The Laplacian function is defined as:

|σ2(Lxx(x, σ) + Lyy(x, σ))|. (4)

III. INDEXING

Each image is represented by an edge color histogram
and a VSM vector (description of interest points). The
edge color histograms are indexed into a color information
database and interest points are indexed into a VSM model
based on the visual vocabulary learned from all the interest
points.

A. Color Histogram Building and Indexing

The color histogram of an image is built by counting the
number of pixels of each color. The most common RGB
space is not used in this work because it is not perceptually
uniform [13]. HSV is adopted here to characterize different
colors because the transformation from RGB space is non-
linear but easily invertible [13]. However, HSV brings
about the disadvantage that hue is singular at the chromatic
axis r ≈ g ≈ b or s ≈ 0. Three gray colors are introduced
to overcome this problem. The color quantization algorithm
in this work is similar to that of [13]. However, we use 12
hues, 2 saturation and 3 values. Including the three gray
colors,the number of the colors is 75.

Two histograms are obtained using the statistic algorithm
in [12]. In this work, The vector of the color histogram
is normalized to unit length to reduce the scale effects.
Since the dominant colors in an image play more important
role than other colors which occupy relatively a small
percentage of the image, the histograms are further refined
by assigning zero to the values which are less than 15%
of the maximum value. After the normalization, the color
histogram reflects the distribution of colors instead of the
absolute numbers of color pixels. The value of 15% is
determined experimentally by testing on images containing
differing colors.

B. Indexing of SIFT descriptors

The images in the database are indexed into the inverted
index. This is an off-line process. Harris-Laplace interest
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points detected in these images are described by the SIFT
descriptor that is an 128-dimension vector. The visual
vocabulary is learned from these features by using the k-
means algorithm. Based on this visual vocabulary, these
descriptors are weighted and indexed into the inverted
index using the VSM. Each image in the database is
represented by:

dj = (w1,j , w2,j , · · · , wnt,j), (5)

where w is computed using the tf-idf scheme [15]. The
details of the indexing algorithm can be found in [15].

IV. RETRIEVAL

The retrieval of an input image is composed of two dis-
similarity measures: color histogram dissimilarity measure
and VSM vector dissimilarity measure.

A. Dissimilarity measure of color histograms

The measure methods for the dissimilarities between two
histograms (B = {bi}, histogram of an image in database;
and Q = {qi}, histogram of the query image) can be divided
into two categories: bin-by-bin dissimilarity measures and
cross-bin dissimilarity measures. The bin-by-bin measures
only compare contents of corresponding histogram bins.
The cross-bin measures also contain terms that compare
non-corresponding bins [8]. The bin-by-bin measures are
more sensitive to the position of bin boundaries. However,
the cross-bin measures are computationally expensive. The
histogram intersection which is a bin-by-bin measure is
adopted in this work because of its ability to handle
partial matches when the area of the two histograms are
different [8]. Intersection values are normalized by the
number of pixels in the model histogram, and thus matches
are between 0 and 1. Histogram intersection is computed
by:

do = 1 −
∑

min(bi, qi)∑
qi

, (6)

The dissimilarity of the two histograms is computed
based on histogram intersections of the two directions (dH

and dV ):

sh,i (B,Q) =
wHdH + wV dV

wH + wV
, (7)

where wH and wV are weights assigned to the two inter-
sections.

B. Dissimilarity measure of VSM vectors

The VSM evaluates the dissimilarity between an image
in the database and the query image as the correlation
between the two vectors dj and q.

q = (w1,q, w2,q, · · · , wt,q), (8)

The VSM assumes that the dissimilarity value is an
indication of the relevance of an image in the database to
the given query. Thus the VSM ranks the retrieved images
by the dissimilarity value. In this work, the cosine of the
angle between the two vectors is employed to measure the
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Fig. 2. Comparison of the correct ratio of our system with that of
Shao [10]. Experiments are conducted on the ZuBuD image database. y
(Vertical axis) is the correct ratio. The correct retrieval result is ranked
within the top x (Horizontal axis) of the retrieved views.

similarity between the query image and the image j in the
database:

si,j = 1 − dT
j q

‖dj‖‖q‖ . (9)

C. Combining the dissimilarity measures

The dissimilarities of eq.(7) and eq.(9) are incorporated
to evaluate the overall dissimilarity between the input
images and the image in the database.

sj = αsi,j +βsh,i , (10)

α + β = 1. (11)

where α and β are coefficients of the dissimilarities. If
many interest points are detected in the two images, eq.(9)
plays a more important role than eq.(6), otherwise eq.(6)
contributes more to the retrieval result. α:β is determined
experimentally according to the number of the interest
points(ni) detected on the image and the size of the image.

V. EXPERIMENTS

The image retrieval system based on edge color his-
tograms and Harris-Laplace interest points has been tested
on two image databases. First, we carry out tests on the
COIL-100 object database [7]. COIL-100 is a popular im-
age database for benchmark. Many objects in this database
are so simple that only less than ten interest points are
detected in one image. For each object, 12 views(view 0,
30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330) are
included in our database and another 60 views are used as
query images. The recognition rate is 91.5%. This result is
better than that of [11], in which the correct ratio is 59.5%.

The ZuBuD is a database containing 1005 images of 201
buildings in Zürich[9]. The size of the images is 640×480.
Each building has been photographed from five different
viewpoints. These images have been captured in different
seasons and under different weather conditions. The query
set consists of 115 images, which are not included in the
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Fig. 3. Retrieval results from the ZuBuD image database. In each row, the first image is the query view, others are retrieval results with descending
order of similarities. The retrieval results are correct in the first row and the second row. The retrieval result in the third row is not correct because of
the serious occlusion of the tree.

database. Our method returns the correct match for 105
images. For an additional 5 images, it gives the correct
match within the top five. The rest 5 images have not
been recognized among the first five and are considered
as failures. our result is much better than the result in
[10]. Their result is improved in [11] by introducing a new
indexing method - HPAT (Hyper-Polyhedron with Adaptive
Threshold). Their retrieval system returns the correct match
for 99 images. The correct matches are within the top five
for additional 10 images. However, The recognition rate
of our system (91.3%) is still better than theirs’ (86%). In
Fig.3(a), the result is found correctly at the first place. The
correct result is ranked at the fourth position in Fig.3(b).
Fig.3(c) shows one failure example in which the query
image is occluded by a tree which brings about many
outliers.

The edge color histogram index and the inverted index
are built off-line. It takes 15 minutes to construct the two
indexes of the 1005 images in the ZuBuD on an 1.4GHz
laptop. For image retrieval, the computation time for the
feature detection(including the detection of interest points
and edges) is 0.55± 0.13 seconds for one query image on
the laptop. It takes 0.19 ± 0.04 seconds to get the results
from the database. Our approach is more efficient than that
of [10].

VI. CONCLUSION

This paper discusses a novel content-based image re-
trieval approach based on edge color histogram and SIFT
descriptors. The experimental results on the two databases
demonstrate that this approach is efficient and reliable.
The proposed method is also robust to viewpoint changes,
partial occlusions, and partial illumination changes.
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