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Abstract— This paper describes a novel system for detecting
objects close to our sensor. For real time detection and
portability, we have developed a small sensor with compound
spherical mirrors. Since an object is projected onto each
mirror, our method computes the range by a catadioptric
stereo method. Our method creates a lookup table of corre-
sponding points for an infinite range. If an object is close
enough to the sensor, the projected points of the object are
different from these corresponding points. Thus, our method
can detect near objects by taking the differences in intensity of
the corresponding points between the images in the mirrors.
We show the experimental setup of our sensor and the result
for detecting near objects.

I. INTRODUCTION

It is an important function for various applications to be
able to detect near objects . For example, robots must detect
approaching obstacles in order to avoid them. If people can
detect a stranger stealing up behind them, they can avoid
trouble before suffering damage. A system with a wide
field-of-view and which is light-weight is needed for these
applications.

In this paper, we describe a new sensor that we have
developed for detecting objects, that are within a threshold
range. Our new sensor consists of a single camera and
multiple mirrors. with which we construct a catadioptric
stereo image. Since the size of each mirrors is less than
1.5cm with a weight of only 3g, the system is very small
and lightweight; and can be easily fastened to a person.
Because the purpose of our system is to detect objects
that are within a threshold range, our method determines
if the object is far away or not, instead of searching
corresponding points along epipolar lines. Our sensor can
therefore detect objects in real time.

Several omnidirectional stereo systems have already
been proposed. Two panoramic images acquired by rotating
a camera, are used for omnidirectional stereo systems[1],
[2]. Since images must be acquired one at a time in order
to detect objects in real time, moving a camera is not
suitable for this purpose. Catadioptric stereo methods with
two cameras [3], [4] use parabolic and hyperbolic mirrors
for each camera to generate an omnidirectional image. As
a sensor fastened to a person should be small and light, two
cameras are too large. A catadioptric stereo system with a
single camera [5], [6] uses multiple mirrors to generate
multiple virtual viewpoints, and computes distances by

epipolar geometry between those virtual cameras. South-
well et al.[6] proposed an omnidirectional stereo system
using two mirrors with different curvatures. This approach
is suitable for small sensors, so we developed a novel small
mirror for our catadioptric stereo system. Since the com-
pound spherical mirrors which we propose in this paper are
very small, the accuracy of distance measurements is lower
than that of a wide-baseline stereo system. Therefore, we
propose a stereo system with multiple spherical mirrors to
increase the robustness of computing corresponding points
while keeping the size small; a narrow- and multi-baseline
stereo system. We have developed a hyperbolic mirror
for omnidirectional imaging [7]. However, because it is
difficult to create small hyperbolic mirrors, our new sensor
has spherical mirrors instead, since these are easier to
make.

In the following sections, Section II describes the con-
figuration of the mirrors, and Section III describes our
new method for detecting objects with these mirrors. We
show our experimental results in Section IV. Finally, we
summarize our method in Section V.

II. OMNIDIRECTIONAL SENSOR WITH COMPOUND
SPHERICAL MIRRORS

Our new omnidirectional sensor consists of compound
spherical mirrors. Fig. 1 shows the experimental setup of
the camera. The sensor has a large mirror and seven small
mirrors, the diameters of which are 10mm and 4mm (see
Fig. 2).

The rays from an object hit each mirror, and the reflected
rays are projected onto the image plane. Fig. 3 is an exam-
ple of the image of the sensor. Because the centers of the
side mirrors are not on the camera axis, they are distorted.
The rays which hit different mirrors, intersect each other
at the object position, thus, we can compute the range of
the object by triangulation. However, since the length of
the baseline is the distance of points where the rays hit
the mirrors, the baseline is quite narrow. It is difficult
to compute the range of objects at an arbitrary range.
Our method, therefore, only determines whether or not an
object is at infinite range. This approach is applicable to a
narrow baseline system and the computational cost is low.
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Fig. 1. Omnidirectional camera with compound spherical mirrors.
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Fig. 2. Configuration of compound spherical mirrors.

III. DETECTION OF NEAR OBJECTS USING A
CATADIOPTRIC STEREO SENSOR

Our new method detects near objects using a single
stereo camera with multiple mirrors. Most stereo algo-
rithms, such as [8], [9], search several disparities to find
corresponding points of objects at different distances. How-
ever, it is difficult for our narrow-baseline stereo system
to compute distances accurately. Our method searches for
only one disparity to find the corresponding points, that
is the disparity for infinite range; the disparity is zero
for a parallel two-camera stereo system. If the object is
sufficiently close to the camera, the colors of corresponding
points for infinite range become different. Thus, our system
can detect the object. Since we compare the image of
the central mirror with that of multiple side mirrors, we
increase the robustness of detecting the disparity with a
multi-baseline stereo system.

The range of objects to be detected is determined by the
length of the baseline and the image resolution. The length
of baseline of our system is fixed because it is determined
by the shape of the mirrors. Hence, we adjust the range to
be detected by changing the image resolution.
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Fig. 3. An example of the sensor’s image.

A. Computing Corresponding Points for Infinite Range

In this section, we compute the corresponding points
when an object at infinite range is found in several mirrors
of our sensor. Fig. 4 shows the situation for the central
mirror. O is the origin of the camera coordinate system.
d is the distance from the camera origin to the center of
the mirror C , the radius of which is r. When the object
is projected onto the point x in the central mirror, the ray
from the object hits the mirror at the point p, � pCO = θ,
and � pOC = φ. x is defined using γ,

(cx + l cos γ, cy + l sin γ) (1)

in the image coordinate system, where (cx, cy) is the image
center. Then,

tan φ =
l

f
(2)

where f(in pixels) is the focal length of the camera. By
considering the triangle �pCO,

tan φ =
r sin θ

d − r cos θ
. (3)

We compute θ by solving (3).
The incident angle α is θ+φ, because the normal vector

at p is �Cp. Since the incident and reflected angles are the
same,

β = α + θ = 2θ + φ. (4)

Thus, the ray vector u from the mirror to the object
becomes

(cos γ sinβ, sin γ sin β,− cos β). (5)

If the object is at infinite range, the ray directions from
the object to the mirrors are parallel. Fig. 5 shows the
situation when the same object is found in one of the side
mirrors. The incident ray vector is parallel to u. Since the
unit vector v′

0 from the origin O to the center of the side
mirror C ′ is known,

cos β′ = −u · v′
0. (6)

In a manner similar to the case of the center mirror, we
compute θ′ by solving

tan φ′ =
r′ sin θ′

d′ − r′ cos θ′
, (7)

where φ′ = β′ − 2θ′ and d′ =
√

d2 + r2.
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Fig. 4. The ray direction reflected from the center mirror.
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Fig. 5. The direction of the ray reflected from one of the side mirrors.

If the unit vector w is perpendicular to v′
0 and u, w

is given by normalizing v′
0 × u. Then, the vector v′ =

(v′x, v′y, v′z) from the origin to the point p′, where the ray
hits the side mirror, is computed by rotating v′

0 around w
by angle φ′. Finally, the point x′ at which the object is
projected onto in the side mirror is computed as

(cx + l′ cos γ′, cy + l′ sin γ′), (8)

where

l′ = f

√
v′2x + v′2y

v′z
, tan γ′ =

v′y
v′x

(9)

Since the corresponding points are computed by pre-
processing, our method refers to the lookup table to find
the corresponding point when it computes the differences
between the images produced by the mirrors.

B. Detecting Near Objects

If an object is close enough to the sensor, the projected
point of the object is different from the corresponding point
for infinite range. Our method, thus, takes the difference

in the intensity between the images from the mirrors. The
intensity of the central mirror is I(x), and the intensity of
the corresponding point for a side mirror i is Ii(x′). The
criterion E(x) for detecting near objects becomes

E(x) =
1
N

N∑
i

|I(x) − Ii(x′)|, (10)

where N is the number of side mirrors on which the object
is projected. Then, we binarize E(x) and make a histogram
by counting the number of white pixels of the binarized
image for each azimuth angle. If the near object is a person,
the histogram can be used for detecting the person by using
a human tracking technique, such as [10].

C. Adjusting Range of Detection

The range to be detected is the distance at which the
disparity changes one pixel from that of infinite range.
Thus, it can be computed by the relationship between the
ray direction β and the projected point x. For simplicity,
we assume the object is on the plane on which the centers
of the central and one of the side mirrors are located. If an
object is at a finite range as shown in Fig. 6, the derivative
∂β
∂l′ can be computed from (7). This is the angle of the
incident ray directions for the central and one of the side
mirrors, when an object is detected. Since the length of
baseline B is

B = u · (p′ − p), (11)

the range to be detected R becomes

R = B tan
∂β

∂l′
. (12)

To adjust the threshold range, we change the image
resolution. If the image size becomes half of the original,
the threshold range R is computed as following using a
new variable l′′ = 1

2
l′:

R =
1
2
B tan

∂β

∂l′′
, (13)

where B is assumed to be constant. Thus, the threshold
range also becomes half of the original.

D. Calibrating the Sensor

To compute corresponding points, we require the dis-
tance d from the camera origin to the center of the central
mirror and the focal length f . To calibrate the sensor, we
first find the edges of the mirrors in the image. In Fig.
7, the distances from the image center to the edges are l1
and l2 for the central mirror and the side mirror. Then, the
angle φ1 and φ2 becomes

tan φ1 =
l1
f

, tan(φ1 + φ2) =
l2
f

. (14)

By considering the radius of the mirrors,

sin φ1 =
r

d
, sin φ2 =

r′√
d2 + r2

. (15)
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Fig. 6. The difference in angle δβ if an object is in finite range.
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Fig. 7. Calibration of sensor parameters d and f .

Hence, we solve the following equation for d by substitut-
ing tanφ1 and tan(φ1 + φ2) using (15):

tan(φ1 + φ2)
tanφ1

=
l2
l1

. (16)

We can compute φ1 from (15). The focal length f is the
given by (14).

IV. EXPERIMENT

In this section, we report on an experiment in detecting
a person walking around our new sensor. Fig. 8 shows
three examples of the result. The top row shows input
camera images, The middle row shows E(x) images, and
the bottom row shows binarized images. In column (a),
the person is far from the sensor. In column (b) and (c),
he is approaching the sensor And is detected by it. The
histograms of these binarized images are shown in Fig. 9.
In this experiment, we empirically determined the threshold
intensity was 25, where the range of intensity was 0-255.
The image resolution was 640 × 480 pixels. Though our
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Fig. 10. The number of detected pixels for each range.
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Fig. 12. The number of detected pixels for each range by using the
images at half resolution.

implementation has not been fully optimized, the compu-
tational time for each frame is 96(msec) using a Pentium4
3.0GHz processor. Fig. 10 shows the number of pixels
which are detected after determining the threshold for each
range. Though the number of detected pixels oscillates due
to the swaying motion of the person, it typically decreases
according to the person’s range. Consequently, the range
of detection in this experiment was about 3.2m.

Next, we change the image resolution to half the size
of the original, 320 × 240 pixels. Fig. 11 shows the
E(x) and binarized images. Since the small disparities
have disappeared due to reducing the image resolution, the
number of detected pixels in the middle range is decreased.
Fig. 12 shows the number of pixels which are detected
after determining the threshold for each range. Since the
reduction of image resolution works as a low-pass filter, the
effect of the swaying motion is also reduced. Therefore, the
range of detection for half resolution is shortened to about
1.8m.

V. CONCLUSION

This paper describes a new sensor for detecting near
objects using a catadioptric stereo system with compound
spherical mirrors. Since the sensor is small and light, it is
easy to carry and fasten to a person. Our method takes the
difference between corresponding points for infinite range.
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Fig. 8. Top: camera images, middle: E(x) images, and bottom: binarized images. (a) far, (b) middle, and (c) near range.
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Fig. 9. Histograms of the binarized images.
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Fig. 11. Results of input images of half resolution. Top: E(x) images, and bottom: binarized images. (a) far, (b) middle, and (c) near range.

If an object is close enough to the sensor, the projected
points of the object are different from these corresponding
points. Thus, our method detects near objects in real time
without searching for exactly corresponding points. In

future work, we will improve the shape of the mirrors to
be more suitable for catadioptric stereo sensors.
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