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Abstract

This paper describes a vision system which recog-
nizes 3-D objects in real-time by modeling the shapes of
objects and matching the generated models. We have
developed the following methods for practically solving
important problems of integration such as the estima-
tion of sensor accuracy as well as real-time process-
ing: 1) We reduce the computation of signed-distance,
which is necessary to apply the Marching Cubes Algo-
rithm, and select the optimal resolution of models to be
generated using Octree, thereby enabling us to gener-
ate hierarchical mesh models in real-time. 2) We apply
spin-image matching, selecting the resolution of gen-
erated models and the coarse-to-�ne algorithm; conse-
quently, we are able to e�ciently match multiple ob-
jects of di�erent sizes.

1 Introduction

In this paper, we propose an object-recognition sys-
tem in 3-D space. Our approach is as follows: 1)
modeling the shape of objects by observing them from
multiple viewpoints, and 2) selecting matches of the
generated models.

In previous work on real-time recognition, researchers
solved comparatively simple problems by processing a
single image or by recognizing simple-shape objects
with parametric models [1, 2]. On the other hand,
many studies focused on modeling the shape of an
object by using range images obtained by the use of
computer graphics . They used a mesh model to re-
construct a complex shape. [3, 4, 5, 6]. However, they
did not take real-time processing into account. Sumi
et al.[7] and Wheeler[4] used matching of their model
generated from range images to recognize objects. The
resolution of their model was �xed because the size of
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Figure 1: Block diagram of this system

the objects was almost identical in their studies.
When we develop an object-recognition system in 3-

D space, it is necessary to solve the problems which are
generated in integrating range images into a model,
problems which include the 3-D model resolution con-
trol and real-time processing. For real-time recogni-
tion of 3-D objects, we propose the following proce-
dures: 1) We model an object using a hierarchical
mesh model. The model is generated in real-time by
controlling the resolution and the cost of computation.
2) We focus on rough localization of an object to be
recognized in real-time. We e�ciently select matching
multiple objects of di�erent sizes by selecting those
that match the resolution of the generated hierarchi-
cal model.

Figure 1 shows the system we propose. First, range
images are acquired by a range sensor. Second, the
model of an object is reconstructed using range im-
ages. Finally, we use matching between the scene and
the model to recognize the object.

In this paper, Section 2 and Section 3 describes
the method of generating a mesh model using ranges



images and the real-time algorithm with a hierarchi-
cal mesh model. Section 4 Section 5, describes the
method for matching mesh models and its improve-
ment using a hierarchical model. Finally, Section 6
describes the experimental use of our method in the
virtual and real environments.

2 Mesh Model Generation Using Range

Images

2.1 Selection of 3-D Modeling Method

Previously, the models which were used in real-time
applications like robots were 2-D models (image tem-
plate, line drawing, etc.) and parametric models (gen-
eralized cylinder[1], super-quadrics[2], etc). However,
2-D models are insu�cient for representation of 3-D
information. And, while parametric models can re-
duce required memory and computation and can be
su�ciently robust to recognize objects despite noise,
they do not satisfactorily represent arbitrary complex-
ity, and are di�cult to generate from sensor data such
as range images. Furthermore, because parametric
models are composed of only a few primitives, it is
di�cult to recognize them in scenes where objects are
cluttered and partially occluded,.

Fortunately, because of the recent increase in com-
puting power, we can use mesh models of large data to
represent 3-D shapes. Mesh models are composed of
many primitives (vertices, edges and normals) which
have few parameters. The advantages of using mesh
models in modeling process are as follows: 1) Adjust-
ing the resolution of a mesh model enables us to rep-
resent the shape of arbitrary complexity. 2) Since a
mesh model can be divided into partial mesh mod-
els, we can take matching using partial ones. There-
fore, our method uses mesh models for modeling and
matching.

2.2 Volumetric Representation

The resolution of a mesh model generated by a
range image varies according to the distance from the
viewpoint. In order to merge range images from mul-
tiple viewpoints, we use the representation which is
independent of the viewpoint. We divide 3-D space
into voxels and limit the existence of mesh vertices to
only the voxel edges (Figure 2). So, the mesh resolu-
tion is independent of the viewpoint and the model is
a volumetric representation.
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Figure 3: Generate surface mesh by Marching Cubes
Algorithm

2.3 Marching Cubes Algorithm

The Marching Cubes Algorithm [8] proposed by
Lorensen and Cline is the method for generating volu-
metric mesh models. Input for this method is a set of
voxels, and vertices of each voxel are given scalar val-
ues. We denote scalar value of vertices vj(j = 1; : : : ; 8)
of voxel V by Z(vj). And the input set of voxels is
given by

SV = fViji = 1 : : : Ng: (1)

The meaning of scalar value Z(vj) is as follows:

Z(vj) � 0 vertex vj is outside of the object:
Z(vj) < 0 vertex vj is inside of the object:

(2)

According to this, each vertex is in either state,
outside of or inside of the object. If the states of ad-
jacent vertices are opposite, the surface of the object
intersects these vertices (Figure 3).

2.4 Computation of Signed Distance

Next, we give each vertex of voxels the scalar value
Z(v). We apply the method proposed by Curless and
Levoy[5] and compute Z(v) using range images. In
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Figure 4, x0 is the intersection point of range surface
and line which is from the viewpoint of camera to voxel
vertex x. Then,

Z(x) = (x� x0) � l (3)

where l is a unit vector parallel to the view vector of
camera. If x is closer to the viewpoint than x0 is, Z(x)
is plus; otherwise Z(x) is minus. Because the absolute
value of Z(x) represents the distance from x to range
surface, Z(x) is called signed distance.

WhenZi(v)(i = 1; : : : ;M) is respectively computed
forM range images (i = 1; : : : ;M), we compute weighted
average of these signed distances; as the result of merg-
ing M range images, the �nal signed distance V (v) is
given by

V (v) =
X
i

wi(v)Zi(v) (4)

wi(v) =

�
1 jZi(v)j < Tw
Tw

Zi(v) otherwise
(5)

where wi(v) is the weighted function and Tw is the
appropriate threshold. In this paper, we use Tw =
WV (WV is width of V ).

If range images increase incrementally, V (v) can be
incrementally updated by

VM (v)=
WM�1(v)VM�1(v)+wM (v)ZM (v)

WM�1(v)+wM (v)
;

WM (v)=WM�1(v)+wM (v): (6)

2.5 Summary of Modeling Algorithm

In this section, we describe the method of mesh
modeling from range images. This method computes
signed-distance about all vertices v. Therefore, its

computation is too costly. Also, the resolution of vol-
umetric representation is given and �xed a priori. We
must solve these problems for real-time modeling.

3 Real-time Modeling Algorithm using

a Hierarchical Mesh Model

We propose a rapid modeling algorithm for robots;
the method contains the following improvements:

1. We reduce the computation by limiting the vox-
els to be computed signed distance.

2. We enable the representation of models of di�er-
ent resolutions by the use of octree, which rep-
resents voxels hierarchically varied in size.

3. We introduce the trade-o� between model res-
olution and computation into the algorithm of
computing signed distance, taking into consid-
eration the accuracy of the range sensor.

3.1 Reduction of Computation of Signed
Distance

It is necessary to model by use of the Marching
Cubes Algorithm that the signed distance is computed
on N voxels in voxel set SV of (1). If there are A �
A�A voxels in 3-D space, the computation of signed
distance is O(A3). It is much too costly for robot
vision in which range images to be processed are given
one after another. We reduce the cost by limiting the
voxels to be computed signed distance.

Because the voxels actually used for generating sur-
face meshes are those with both plus and minus signed
distances, it is necessary to compute signed distance
only near the range surface of the objects. We limit
the voxels to be computed in the following way.

We �nd voxels in which the range surface ???is. the
voxel set SV to be computed signed distance is???

SV = fVijn > Tn; Sp = fpj jpj 2 Vi; j = 1 : : : ngg (7)

where pj is a vertex of range surface. i.e. SV is the
set of voxels Vi in which the number n of vertices is
larger than the threshold Tn.

After limiting by (7), voxels only near range sur-
face are left in SV . Because the number of voxels in
which range surface exists is estimated O(A2) [4], the
computation of signed distance is reduced from O(A3)
to O(A2).
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3.2 Hierarchical Volumetric Representa-
tion using Octree

We use hierarchically di�erent multi-size voxels to
process incrementally by controlling the resolution of
volumetric representation according to the shape of
the range surface. We use octree [9] to represent hier-
archically di�erent multi-size voxels.

We compute signed distance of each size of voxels
represented by octree. A highly descriptive model can
be generated at high voxel resolution; however, the
generated model can be sensitive to noise. It is nec-
essary to control the size of voxels according to the
accuracy of range images.

3.3 Considering the Accuracy of Distance
by Stereo Matching

Because of various errors, in actual sensing, the el-
ement number n of Sp in (7) is smaller than in ideal
sensing. If voxel size is too much small, the voxels to
compute are also removed by limitation of (7). So, it
is necessary to estimate the accuracy of distance mea-
surement and determine the appropriate voxel size.

We use stereo matching for distance measurement
because it has advantages in scanning speed and ro-
bustness against vibration. We generate a dense dis-
parity map by correlation of window area. Figure 5
shows the geometrical model of stereo matching. If 2
cameras C1; C2 observe point p, disparity d is

d =
B � F

Z
(8)

where B is baseline distance and F is focal length of
cameras.

We consider the decrease of accuracy of distance
measurement by the quantization of image. We denote
the resolution of disparity by �d; then the resolution
of distance �Z is

�Z =
�d

d+�d
� Z: (9)

The voxel size should be larger than �Z at depth Z

to keep voxels to be computed. If the voxel which size
is W is at depth Z, the width w of it in the camera
image is

w =
F

dx � Z
�W (10)

where dx is the width of a pixel in the camera image.
The number of vertices n in (7) is regarded in propor-
tion to w2. We denote the threshold Tn = �2w2 with
a parameter �. Then, to keep voxels which satisfy
W > �Z, Tn is

Tn >

�
� �

F

dx
�

�d

d+�d

�2

: (11)

If we use actual values, F = 10:075(mm) and dx =
0:0441(mm), and assume �d = 1 and d > 9,

Tn > 521:9� �2:

We use � = 0:5 � 1:0. If � = 0:5, Tn = 131 and if
� = 1:0, Tn = 522.

From another point of view, Tn can be considered
a parameter against sensor noise. If Tn = 100, signed
distances are computed for only voxels which are pro-
jected to images larger than 10� 10 pixels.
Tn should be larger by the above 2 reasons, but the

model resolution result is coarse with large Tn. So, Tn
should be decided by the trade-o� between the model
resolution and robustness against noise.

4 3-D Object Recognition

There has been much research on object recognition
by matching 3-D models [4, 10, 11, 12]. They are ba-
sically correspondence searches between 2 models and
minimization of the distance of the correspondences.
We assume that the goal for robots to recognize a ob-
ject is the detection of the object from a large scene.
Then, it is important to estimate roughly the pose of
an object before accurate localization of it. We apply
the matching method with Spin-Image proposed by
Johnson et al [13].

4.1 Spin-Image Matching

Spin-image is the term used to describe a feature of
a vertex. In this method, model vertices are mapped
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to 2-D parameters based on the normal vector of a
vertex(Figure 6). A spin-image is a 2-D array in which
these vertices are accumulated (Figure 7).

(12) projects vertices to (�; �) which is a coordi-
nate relative to the normal of a vertex. By using the
coordinate, the representation of the model shape is
independent of its pose.

SO : R3 ! R2

SO(x)! (�; �) = (12)

(
p
jjx�pjj�(n�(x�p))2;n�(x�p))

where p is the position of the base vertex O, and n is
the normal vector of vertex O.

4.2 Summary of Spin-Image Matching

The advantages of using spin-images is as follows:
1) Iterative solution is not necessary. 2) Spin-image
is smoothly adjustable from local to global represen-
tation; thus, it is suitable for matching in a cluttered
scene. When we search for objects of various sizes in
a large �eld of view with spin-image matching, it is
necessary to select appropriate resolution of a model
for computation and accuracy.

5 Matching with Hierarchical Model

We apply spin-image matching to the model gener-
ated by our method. We propose the following match-
ing algorithm with a hierarchical model.

1. We select the mesh resolution for matching ac-
cording to the model to be recognized.

2. We introduce coarse-to-�ne strategy and try to
match hierarchically from coarse mesh model to
�ne mesh model.

5.1 Selection of Mesh Resolution

It is important for spin-image matching that the
mesh resolution is uniform over the entire model. The
method to keep mesh resolution uniform [14] is used in
[13]. However, because our mesh model is generated
by volumetric representation, its mesh resolution is
uniform.

It is desirable that the mesh resolution is automat-
ically selected. But, it is arti�cially selected by ana-
lyzing the generated model. We consider the trade-o�
between the descriptiveness of spin-image and the cost
of matching.

5.2 Recognition Algorithm with Multiple
Resolution Mesh Model

The Hierarchical Matching Algorithm we propose
matches serially from coarse model to �ne model ac-
cording to the coarse-to-�ne strategy. Our matching
algorithm, which recognizes multiple objects with a
hierarchical mesh model is as follows:

Algorithm HierarchicalMatching
Input: scene mesh S

Input: model mesh list L
1. (* selecting M in coarse-to-�ne order *)
2. for each model mesh M 2 L

3. do SpinImageMatching(S;M)
4. remove vertices from S

which are matched with M

When the numbers of model and scene vertices are
A and B, the computation of spin-image matching
is O(AB). As an example, we consider the task of
location an object on a table in a scene. The volume
of the scene, table and object are (4Aa)3, (2Aa)3 and
(Aa)3. When the space between voxel vertices is a, the
numbers of these models are O((4A)2), O((2A)2) and
O(A2). Also, when the space is 1

2a, they are O((8A)
2) 

O((4A)2) O((2A)2). We assume that for modeling
the table space a is necessary, and for modeling the
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object space 1
2a is necessary as well. Our method �nds

the table in the scene with modeling of space a �rst.
And next it �nds the object on the table with modeling
of space 1

2a. The computation is

O((4A)2 � (2A)2+(2 �2A)2 � (2A)2) = O(128A4): (13)

On the other hand, if we try to �nd the object from the
scene immediately, modeling of space 1

2a is necessary.
The computation is

O((2 � 4A)2 � (2A)2) = O(256A4): (14)

Accordingly, it is to costly to �nd a small object in
a large scene. Coarse-to-�ne algorithm is e�cient for
matching objects.

6 Experiment

First, we describe the experimental results of the
use of our algorithm a virtual scene in which range

Table (W = 0.15625) Daruma (W = 0.078125)

Cone (W = 0.078125)Cube (W = 0.078125)

Triceratops (W = 0.01978125)

Figure 10: Hierarchical matching process with remov-
ing matched vertices

Generated Scene from Observation Recognized Scene by Matching

Figure 11: Final matching result

images are arti�cially generated and no noise exists.
We consider the resolution of distance measurement
by stereo matching for arti�cial range image. In the
experiment, the scene depicts a table on which are
located some objects. (Figure 8).

The results in multiple resolution are showed in Fig-
ure 9. It is computed by a PentiumIII 450MHz pro-
cessor and the average time for each range image is
191(msec).

Our matching algorithm is experimentally used on
the model of Figure 8. Models used are table, daruma,
cube, cone, triceratops, in that order. The process of
hierarchical matching is shown in Figure 10. The �nal
result of matching is shown Figure 11. The time of
matching results in 214(sec).

In the next experiment, we use range images gener-
ated by stereo matching of multiple cameras. We use
5 cameras shown in Figure 12. A range image is gener-
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Figure 13: Mesh modeling process of a sofa by 5-camera stereo matching

ated by searching correspondences between the center
camera and others using the multi-baseline method[15].
The pose of cameras is measured by a Polhemus sen-
sor. A range image consists of 240�240 pixels. Figure
13 shows the process of modeling a sofa.

The result of matching using generated models is
shown in Figure 14. First, we model a sofa and a box.
Second, we model the scene with the sofa and box and
take matching of each objects. The time needed for
matching the two objects is 64 seconds.

In the experiments performed using cameras, the
size of objects is restricted according to the abilities
of our cameras. Therefore, the advantage of our hier-
archical model is not made use of. We can, however,
make good use of it if we control the zoom and ver-
gence. Moreover, in the result of recognition (Figure

11 and Figure 14), there are gaps of the pose between
the scene and model. For computing an accurate pose,
we must apply the ICP method[10, 11], for example.

7 Conclusion

In this paper, we propose a 3-D recognition system
which generates the model of an object using range
images and then takes matching of generated mod-
els. To solve important important integration prob-
lems such as the estimation of sensor accuracy and
real-time processing, we perform the following proce-
dure: 1) We reduce computation of signed-distance
which is necessary to apply the Marching Cubes Al-
gorithm. And also, we select the optimal resolution of
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models to be generated using Octree. Therefore, we
generate hierarchical mesh models in real-time. 2) We
apply spin-image matching with selecting the resolu-
tion of generated models and the coarse-to-�ne algo-
rithm. Consequently, we e�ciently take matching of
multiple objects of di�erent size.

With regard to our future work, we intend to de-
velop a stereo vision system with zooming and ver-
gence control to make use of our hierarchical model.
Furthermore, for greater accuracy in modeling, we will
develop a method to estimate the camera pose using
not only a Polhemus sensor, but also using a visual
feedback.
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