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Abstract

Gait-based age estimation is one of key techniques for many applications (e.g., finding lost children/aged wanderers). It is well known that the age estimation uncertainty is highly dependent on ages (i.e., it is generally small for children while is large for adults/the elderly), and it is important to know the uncertainty for the above-mentioned applications. We therefore propose a method of uncertainty-aware gait-based age estimation by introducing a label distribution learning framework. More specifically, we design a network which takes an appearance-based gait feature as an input and outputs discrete label distributions in the integer age domain. Experiments with the world-largest gait database OULP-Age show that the proposed method can successfully represent the uncertainty of age estimation and also outperforms or is comparable to the state-of-the-art methods.

1. Introduction

Gait has been regarded for the last two decades as unique behavioural biometrics which can be used even at a distance from a camera without subjects’ cooperation [29]. Due to the above-mentioned advantages, the gait-based person verification/identification has been expected to be applied to many applications such as surveillance, access control, and criminal investigation using CCTV footage. In fact, there have been several cases where the gait recognition has been applied for criminal investigation and forensics [3]. In addition to identities [36, 32, 26, 39], the gait may contain a variety of cues such as gender [40, 15, 19], age [6, 1, 25, 22, 23, 21, 42], ethnicity [41], disease [16], emotion [37], some qualitative gait attribute [33].

Among them, gait-based age estimation has many potential applications. For example, once a visitor’s age is estimated in a shopping mall, an advertiser can change a content of a digital signage into more suitable one for the estimated age. An age-based access control is also possible based on the estimated age, e.g., people can prevent people under age from buying alcohol or cigarette. Moreover, in a forensic scenario, a criminal investigator may get a witness regarding a rough age information of a perpetrator/suspect, and thereafter may be able to automatically retrieve candidates from CCTV footage whose estimated age by gait match the witness. It would be also possible to search people like wandering elderly and children got lost in CCTV footage with the help of the gait-based age estimator.

Technically speaking, relevant work on gait-based age analysis mainly falls into two families: age-group classification [6, 1, 27] and age regression [25, 21, 23, 22, 17]. While the above-mentioned studies employ classical machine learning techniques such as support vector machine [2] and support vector regression [35] due to a limited number of training data (e.g., [32]), current studies...
on gait-based age estimation mainly employ deep learning-based approaches [28, 18, 42] thanks to recently released much larger-scale gait databases including over 60,000 subjects [38].

Whatever the approaches to gait-based age estimation are employed, we almost always observe that age estimation accuracies are indeed age-dependent. By taking a closer look at a scatter plot between the ground-truth age and the estimated age with one of the above-mentioned deep learning approaches [30] (see Figure 1 (left)), we can clearly see that the uncertainty (or degree of the diversity of ground truth ages) for each of an estimated age is quite different between a child and an adult. More specifically, while the uncertainty is small for a child (e.g., less than ±2 years), it is quite large for an adult (e.g., ±20 years). In fact, it is relatively difficult even for us, humans, to accurately tell how old the subject is from gait.

As a trial, we would like the readers to guess two subjects’ ages in Figure 1 (middle) given inputs of silhouette-based gait features called gait energy image (GEI) [10]. As for the upper subject, we expect that the readers can reach relatively fine-grained age estimation range (e.g., from 5 years old to 10 years old). On the other hand, we expect that the readers struggle against the age estimation for the lower subject. A reader would estimate it as 20 years old, another may guess as 30 years old, or some might say 40 years old. The age-dependent uncertainty difference of gait-based age estimation is derived from several points. First, a growth or a decline of gait (and also body shape) is relatively fast for children and the elderly, while it is quite slow for adults, and hence it is relatively difficult to tell the age difference in adulthood due to the slow change of the gait feature. Second, while facial images have texture cues to estimate an age (e.g., wrinkles and dull skin appears more as age progression), a gait image does not have such texture-based cues. Third, although a gait image still has some cues to estimate an age such as stoop and middle age spread, they do not only depend on the age but also highly depend on individuality and individual lifestyle habits. For example, a person in his/her forties, who keeps a slim body shape by good dietary and exercise habits, may look younger than his/her age, and vice versa. In other words, there may be some subjects whose gait features are almost the same but whose ages are different, which results in an uncertain age estimation result from gait.

This kind of uncertainty (or confidence) of the age estimation plays an important role in some applications. Let’s consider a person search scenario by age. In case of searching a lost child with five years old, since the system is relatively confident in its estimate of human age for children, it would be enough to show a list of people whose estimated age is within a limited age range (e.g., five ±2 years). On the other hand, in case of searching a suspect with his/her thirties, it would be necessary to show a large number of people whose estimated age is within a large age range (e.g., from twenties to forties). In short, if the system is aware of the uncertainty (or confidence) of the estimated age, it can appropriately bound a age range of people candidates for a search target.

While most of the existing approaches to the gait-based age estimation output a single age as an estimation result, there is an only exception [25] which outputs an estimated age and its uncertainty. The work [25] employs a framework of Gaussian process regression (GPR) for the gait-based age estimation, which outputs a Gaussian distribution for an estimated age (i.e., a mean and a variance) given an input gait feature as well as a training set of gait features and corresponding ages. The uncertainty (i.e., the variance of the estimated age) provided by the GPR framework is mainly derived from the degree of closeness from a test gait feature to the training gait features, i.e., the uncertainty gets smaller as the test gait feature is relatively closer to one of the training gait features, and vice versa. In that sense, the GPR framework cannot handle the age uncertainty derived from similar gait features with different ages as mentioned above. More specifically, the system should ideally return a large uncertainty if a test gait feature is close to a cluster of similar training gait features but with different ages, while the GPR returns small uncertainty even under such a situation.

In order to overcome such a difficulty, we propose a deep neural network-based approach to the gait-based age estimation which outputs not a single estimated age but a probability distribution of the estimated age. The contributions of this work are two-fold.

1. **Uncertainty-aware gait-based age estimation using a label distribution** Unlike the GPR framework, the proposed method can better cope with the above-mentioned similar gait features but with different ages. More specifically, we introduce a label distribution [7] as an output of an age estimation network given a gait feature as an input. The age estimation network is trained so as to minimize a joint loss function of (1) Kullback–Leibler (KL) divergence [14] for the uncertainty representation and (2) mean absolute error (MAE) for the ordinary preserving property, in the same way that the state-of-the-art facial age estimation [8] does so. As such, we can assign probabilities to the multiple different ages as shown in Figure 1 (right).

2. **State-of-the-art accuracy on gait-based age estimation** We achieved state-of-the-art accuracy on gait-based age estimation in standard evaluation metrics such as MAE and cumulative score, using OULP-Age [38], the world-largest publicly available gait database containing over 60,000 subjects with wide age diversity ranging from 2 to

The answer is 30 years old.
As we have already addressed in the introduction section, a Gaussian distribution of the estimated age, more specifically, a framework [4] for gait-based age estimation, which outputs uncertainty into consideration, work [25] employed a GPR framework that can, however, not better handle the uncertainty induced by similar gait features but with different ages. We will later describe more details of this issue with a preliminary simulation experiment in section 3. Unlike the GPR framework, our method can better handle the uncertainty by employing a label distribution framework, where the system outputs a discrete probability distribution over integer age labels as an output given a gait feature as an input.

The proposed method may have a similarity in terms of representation of integer age labels to a previous study [21]. More specifically, Lu et al. [21] cast an age estimation problem into a classification problem of integer-age classes (labels) using multi-label guided (MLG) subspace learning. Although they employ the integer age labels similarly to the proposed method, they still output a single integer age label as a result of a classification process, unlike the proposed method output a probability distribution of age.

2. Related work

2.1. Gait-based age estimation

Early-stage studies on gait-based age analysis mainly handled age group classification problems (e.g., children vs. adults) using body joints-based gait parameters. For example, Davis et al. [6] classified children and adults based on a biological motion cue (i.e., point light sources on the body joints) and Begg et al. [1] classified the younger and the elderly based on minimum foot clearance from the ground [1]. Mannami et al. [27] analyzed the differences of an image-based gait feature such as gait energy image (GEI) [10] (a.k.a. averaged silhouette [20]) and frequency-domain feature [26] from multiple views among four age/gender groups, i.e., children, adult females, adult males, and the elderly.

Thereafter, studies on gait-based age estimation have been conducted since 2010, by using the image-based gait features [10, 26] in conjunction with classical machine learning techniques. For example, Lu et al. proposed ordinary preserving manifold learning in [22], and also proposed its extensions: ordinary preserving linear discriminant analysis (OPLDA) and ordinary preserving margin Fisher analysis (OPMFA) in [23]. Xu et al. [38] constructed the world-largest gait database named OULP-Age and evaluated multiple benchmark methods of gait-based age estimation including [22, 23] and also a method using support vector regression (SVR) [35]. Li et al. [17] proposed a multi-stage framework which combines age group classification and subsequent age regression for each age group by using a couple of machine learning techniques such as support vector machine (SVM), manifold learning, and SVR.

In addition to the above-mentioned classical machine learning-based approaches, researchers have started to employ deep learning-based approaches to the gait-based age estimation. For example, Sakata et al. [30] employed DenseNet [12], one of the start-of-the-art deep neural network architecture and validated its effectiveness in the gait-based age estimation task. In addition to age itself, other attributes such as gender, age group, and/or identity were incorporated in multi-task learning frameworks [28, 42] and a multi-stage learning framework [31]. Moreover, a method of gait-based age estimation robust against carried object was proposed in [18].

While the all the above-mentioned approaches output a single value as an estimated age without taking the uncertainty into consideration, work [25] employed a GPR framework [4] for gait-based age estimation, which outputs a Gaussian distribution of the estimated age, more specifically, its mean and variance (i.e., a sort of uncertainty). As we have already addressed in the introduction section, the GPR framework can, however, not better handle the uncertainty induced by similar gait features but with different ages. We will later describe more details of this issue with a preliminary simulation experiment in section 3. Unlike the GPR framework, our method can better handle the uncertainty by employing a label distribution framework, where the system outputs a discrete probability distribution over integer age labels as an output given a gait feature as an input.

2.2. Face-based age estimation using a label distribution

Since a face is the most frequently used biometric modality for age estimation, the face-based age estimation enjoys a rich body of literature. Among them, we briefly introduce the existing work of face-based age estimation using a label distribution as more closely relevant work with us.

Geng et al. [9] has introduced a concept of label distribution learning into a face-based age estimation for the first time and proposed two algorithms of learning, named improved iterative scaling-learning from label distribution (IIS-LLD) and conditional probability neural network (CPNN). Zhao and Wang [43] proposed a strategic decision-making learning from label distribution, which copes with different types of age label distributions such as Gaussian-type, triangle-type, and box-type distributions. He et al. [11] proposed a data-dependent label distribution learning, where neighboring training samples to a test sample are first selected based on the face affinity graph and the label distribution is then constructed based on the cross-age correlations among neighboring face samples.

Gao et al. [7] has introduced a deep learning-based approach to the facial age estimation with a label distribution, named deep label distribution learning (DLDL) which employs KL-divergence to measure distribution similarity. They also extended DLDL in [8] so as to cope with a regression problem as well as the label distribution estimation at the same time by introducing the joint loss function of an MAE and the KL divergence.

As mentioned above, label distributions have been already employed in facial age estimation community. The gait analysis community has never employed the useful label distribution for age estimation and hence this work introduces it for the purpose of gait-based age estimation the
first time, to the best of our knowledge.

3. Observation on GPR-based approach [25]

Before moving on the proposed method, we would like to briefly mention to the most closely relevant work, i.e., the GPR-based approach to uncertainty-aware gait-based age estimation which outputs Gaussian distribution of an estimated age, i.e., an expectation and a variance, in order to clarify its drawback. We may refer the readers to [25] for more details.

In the GPR-based approach, we assume that a training set $D = \{X, y\}$ is given, where $X = \{x_1, \cdots, x_N\}$ is a set of $N$ samples of gait features and $y = \{y_1, \cdots, y_N\}$ is a set of the corresponding ground truth ages. In addition, an affinity/similarity function, i.e., an inner product between two feature vectors $x_i$ and $x_j$ is defined, often by a non-linear kernel function such as a radial basis function (RBF)

$$k(x_i, x_j; r) = \exp\left(-\frac{\|x_i - x_j\|^2}{2r^2}\right),$$  

(1)

where $\| \cdot \|$ is the $L_2$ norm and $r$ is a hyper-parameter for the RBF kernel. Note that the function $k(\cdot, \cdot)$ measures the closeness between two input arguments and that it approaches 1 if the two inputs are more similar, while it approaches 0 if they are more different.

Thereafter, given an input gait feature $x_*$, the GPR estimates the posterior probability distribution of age $y_*$ corresponding to the gait feature $x_*$ based on the training set $D$. According to the theory of Gaussian processes [4], once we assume each age $y_i$ in the training set $D$ follows a Gaussian distribution $\mathcal{N}(y_i; \mu_i, \sigma_i^2)$, where $\mu_i$ and variance $\sigma_i^2$ are defined as

$$\mu_y = \frac{k^T_* (K + S)^{-1} y}{\sigma_y^2},$$  

(2)

$$\sigma_y^2 = k(x_*, x_*) - k_*^T (K + S)^{-1} k_* + \Delta^2,$$  

(3)

where $K$ is an $N \times N$ square matrix whose $(i, j)$-th component is $k(x_i, x_j)$, $k_*$ is an $N$-dimensional vector whose $i$-th row is $k(x_i, x_*)$, $S$ is an $N \times N$ diagonal matrix whose $(i, i)$-th component is the age observation noise $\Delta^2$.

According to Eq. (3), we notice that the variance (i.e., the uncertainty) is dependent not on ground-truth ages $y$ in the training set but on relations, more specifically, affinity/similarity/closeness between the input gait feature $x_*$ and those in the training data $X$, which appear in $K$ and $k_*$ in the above-defined equations.

In order to better observe and understand this, let us show a preliminary simulation experiment with 10 training data of one-dimensional feature vectors (i.e., a scalar value) and an estimation target (e.g., an age) in Fig. 2. We can see that the uncertainty gets larger as an input get more distant from any of the training data (e.g., $x = 5$). Moreover, in this simulation experiment, a training sample $x = 9$ has multiple outputs $y = 1$ and $y = 3$, which can be a sort of analogy to subjects who have similar gait features but have different ages. Despite it is preferable to well represent the uncertainty due to the different ages for the sample, the uncertainty derived from the GPR does not get large. This is the very drawback of the GPR framework.

On the other hand, the label distribution learning framework can successfully cope with this kind of uncertainty because it can be trained to output multiple ages. For example, given the sample $x = 9$ in the above-mentioned simulation experiment, we intuitively expect that probability 0.5 is assigned to each of $y = 1$ and $y = 3$.

4. Proposed method

4.1. Overview

The proposed method tries estimating an age of a target person from gait. We introduce an overview of the proposed method at first as shown in Fig. 3. Given a gait feature as an input, a backbone network (i.e., an age estimation model) output a label distribution of an estimated age. Once the label distribution is obtained, we can also compute an expectation of the label distribution as a single estimated age.

4.2. Input data

The first step to realize the gait-based age estimation, is to prepare input data to the age estimation model. For this purpose, we need to firstly capture gait data, and then extract an efficient gait feature from the gait data. We can
consider multiple sensors such as image sensors (cameras), depth-sensor, and inertial-sensor. Among them, cameras are the most popular sensors and already installed in many places (e.g., CCTVs in public spaces), we therefore focus on gait image sequence captured using cameras as gait data. We then extract GEI [10] from the gait image sequence, which is the most widely used image-based gait feature.

### 4.3. Network structure

As a backbone network, we employ a convolutional neural network designed for gait recognition named GEINet [34] and modify it for age estimation. The modified GEINet is composed two sequential triplets, which include convolution, pooling, and normalization layers, fully connected layers with normalization, and another fully connected layer with activation function of Softmax. Layer configurations of the modified network are summarized in Table 1. The number of units for the fully connected layer fc4 is set so to be the same as the number of bins for discrete label distribution explained in subsection 4.4.

### 4.4. Output representation

There are two major output/ground-truth representations. One is a scalar value for regression-based methods [22, 23, 17, 30, 31], and the other is a one-hot vector for classification-based methods [21]. Different from these ways, in this paper, we incorporate the idea of label distribution [9, 8]. A label distribution-based method assumes that the ground-truth is neither a scalar value nor a one-hot vector, but a discrete distribution of age. Figure 4 shows a conceptual difference of these three representations.

Let $K$ be the number of bins for a discrete probability distribution of integer ages; we set the minimum and maximum ages to 0 and $K - 1$, respectively. Let $y_i \in \mathbb{R}$ be a ground-truth age of the $i$-th training data. Besides, let $p_i$ and $p_{i,k}$ be assigned discrete probability distribution and probability for age $k$ associated with $i$-th data, respectively. In the proposed method, we set the $p_{i,k}$ so as to follow a Gaussian distribution whose mean and standard deviation is the ground-truth age $y_i$ and $\sigma$ as

$$p_{i,k} = \frac{1}{\sqrt{2\pi\sigma}} \exp \left\{ -\frac{(k - y_i)^2}{2\sigma^2} \right\}.$$  (4)

Here, $\sigma$ is a hyper-parameter to control the uncertainty of the ground-truth age.

### 4.5. Loss function

Because a ground-truth label is described by a discrete probability distribution, we can consider two different criteria for evaluating the goodness of the trained parameters. The first criterion measures a similarity between an assigned target probability distribution and an estimated probability distribution. The other criterion is the dissimilarity between the ground-truth age and an expected age calculated from the estimated probability distribution.

Let $\hat{p}_i = [\hat{p}_{i,0}, \ldots, \hat{p}_{i,K-1}]^T \in \mathbb{R}^K$ be an estimated discrete probability distribution for the $i$-th training data ($i = 1, \ldots, N$), where $N$ is the number of training data. Note that the integer age for the $k$-th age label is $k$ and its probability is $\hat{p}_{i,k}$.

For the first criterion, we consider KL divergence [14] between two distributions and set the loss function $L_{KL}$ as follows:

$$L_{KL} = \frac{1}{N} \sum_{i=1}^{N} \sum_{k=0}^{K-1} p_{i,k} \ln \frac{p_{i,k}}{\hat{p}_{i,k}}.$$  (5)
For the other criterion, we calculated the expected age from the estimated distribution, and measure an MAE between the ground-truth age and the expected age as below:

$$L_{MAE} = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|,$$

(6)

where $\hat{y}_i = \sum_{k=0}^{K-1} k \hat{p}_{i,k}$.

(7)

We finally define a joint loss function $L$ using the two loss functions as

$$L = \lambda_{KL} L_{KL} + \lambda_{MAE} L_{MAE},$$

(8)

where $\lambda_{KL}$ and $\lambda_{MAE}$ are hyper-parameters for balancing the two loss functions.

5. Experiments

5.1. Data set

We used the OU-ISIR Gait Database, Large Population Dataset with Age (OULP-Age) [38] to evaluate the performance of the proposed method. OULP-Age is the world’s largest gait database that includes gait images as well as the ground-truth of age and gender. It consists of 63,846 gait images (31,093 males and 32,753 females) with age ranging from 2 to 90 years. GEIs of $88 \times 128$ pixels extracted for a side-view gait are provided for each subject. Based on the predefined protocol, the database was divided into a training set composed of 31,923 subjects (15,596 males and 16,327 females) and a test set composed of 31,923 subjects (15,407 males and 16,426 females).

5.2. Training

The network was trained so as to minimize the joint loss function (Eq. (8)) using adaptive moment estimation (Adam) [13] with the batch size of 128 and 100 epochs. An initial learning rate was set to 0.001. The number of age labels is set to $K = 101$, i.e., the minimum and maximum ages are 0 and 100 years old. The hyper-parameter $\sigma$ for label distribution was set to 1.0 and the both balancing parameters $\lambda_{KL}$ and $\lambda_{MAE}$ of the joint loss function were set to the same value, 1.0.

5.3. Evaluation measure

We evaluated the accuracy of gait-based age estimation using two criteria. One is MAE between the estimated age (i.e., an expectation of the age label distribution) and a ground-truth age, which is similarly computed as the MAE-based loss function (Eq. (6)).

The other one is a cumulative score (CS) which shows an error tolerance ratio. Specifically, we define the number of test samples whose absolute error between an estimated age and the ground-truth age is less than or equal to $y$ as $n(y)$, and then CS of the $y$-year absolute error as

$$CS(y) = \frac{n(y)}{N}.$$

(9)

5.4. Qualitative evaluation on the label distribution

First of all, as the most important analysis, we show and compare the age distributions by the GPR-based method [25] and the proposed method in Fig. 5 in order to see how the age estimation uncertainty is well represented.

As for the GPR-based method, we can clearly see that the uncertainty (i.e., the variance of the Gaussian distribution, depicted by orange curves in Fig. 5) does not change much among children, adults, and the elderly, despite they should change so as to reflect the difference of ages in the uncertainty as described and shown in Fig. 1 (i.e., the small uncertainty for children and the large uncertainty for adults and the elderly). This is because the uncertainty by the GPR-based approach is mainly dependent just on the closeness of an input gait feature to any of the training gait feature, and hence cannot appropriately handle similar gait features but with different ages as we have already discussed in section 3.

On the other hand, the proposed label distribution learning-based approach can successfully cope with the age-dependent uncertainty. More specifically, the proposed method returns sharp distribution (i.e., small uncertainty) for children (Fig. 5 (left)), it returns diverse distributions (i.e., large uncertainty) for adults (Fig. 5 (middle)) and the elderly (Fig. 5 (bottom)), which is consistent with a common insight on gait-based age estimation as well as the scatter plots between the ground-truth and estimated ages (see Fig. 6). In addition, we can see that the ground-truth age for each subject is covered by relatively high probabilities in the estimated age distribution. Consequently, we confirmed that the proposed method is suitable for the purpose of the uncertainty-aware gait-based age estimation.

Moreover, we notice that the subject in Fig. 5 (e) has smaller uncertainty than the subject in Fig. 5 (b), who are both 30 years old. This may be because the outfit of the subject (e), more generally speaking, a sort of age generation-specific fashion style, could be a cue to narrow the possible age range. As such, we can see that the proposed method is potentially capable of handling not only age-dependent uncertainty but also sample-dependent uncertainty.

5.5. Comparison with state-of-the-arts

We compared the proposed method with benchmarks of the existing gait-based age estimation. As a baseline algorithm, a method using GPR with RBF kernel [25] and an active set method in the same way as in [24], where $k$ nearest neighbors for each test sample are used for GPR
Figure 5: Pairs of GEIs and estimated age distributions by the GPR-based method [25] (depicted by orange) and the proposed method (depicted by cyan) for males/females and children/adults/the elderly. In each caption, ground-truth gender and age (in bracket) are provided. The GPR-based method returns similar ranges of the uncertainty (variance) regardless of the age. On the other hand, the proposed method successfully returns small and large uncertainties for children and adults/the elderly, which coincides with the intuition of the gait-based age estimation accuracy addressed in the introduction section and also as with the scatter plots in Fig. 6.

Table 2: MAEs [years] and CSs [%] at 1, 5, and 10 years absolute errors. Bold and Italic bold indicate the best and the second best performances, respectively. “-” indicates not provided in the original papers. The last five methods are deep learning-based approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>CS(1)</th>
<th>CS(5)</th>
<th>CS(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLG [21]</td>
<td>10.98</td>
<td>16.7</td>
<td>43.4</td>
<td>60.8</td>
</tr>
<tr>
<td>GPR (k = 10) [25]</td>
<td>8.83</td>
<td>9.1</td>
<td>38.5</td>
<td>64.7</td>
</tr>
<tr>
<td>GPR (k = 100) [25]</td>
<td>7.94</td>
<td>10.5</td>
<td>43.3</td>
<td>70.2</td>
</tr>
<tr>
<td>GPR (k = 1000) [25]</td>
<td>7.30</td>
<td>10.7</td>
<td>46.3</td>
<td>74.2</td>
</tr>
<tr>
<td>SVR (Liner)</td>
<td>8.73</td>
<td>7.9</td>
<td>38.2</td>
<td>67.6</td>
</tr>
<tr>
<td>SVR (Gaussian)</td>
<td>7.66</td>
<td>9.4</td>
<td>44.2</td>
<td>73.4</td>
</tr>
<tr>
<td>OPLDA [23]</td>
<td>8.45</td>
<td>7.7</td>
<td>37.9</td>
<td>67.6</td>
</tr>
<tr>
<td>OPMFA [23]</td>
<td>9.08</td>
<td>7.0</td>
<td>34.9</td>
<td>64.1</td>
</tr>
<tr>
<td>ADGMLR [17]</td>
<td>6.78</td>
<td>18.4</td>
<td>54.0</td>
<td>76.2</td>
</tr>
<tr>
<td>DenseNet [30]</td>
<td>5.79</td>
<td>22.5</td>
<td>55.9</td>
<td>80.4</td>
</tr>
<tr>
<td>Multi-task [42]</td>
<td>5.47</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Multi-stage [31]</td>
<td>5.48</td>
<td>25.3</td>
<td>62.6</td>
<td>82.0</td>
</tr>
<tr>
<td>GEINet [34]</td>
<td>6.22</td>
<td>17.2</td>
<td>55.9</td>
<td>79.2</td>
</tr>
<tr>
<td>Ours</td>
<td>5.43</td>
<td>24.8</td>
<td>62.3</td>
<td>82.4</td>
</tr>
</tbody>
</table>

and \(k = 10, 100, 1000\) were evaluated. We also evaluated existing methods of gait-based age estimation using conventional machine learning techniques such as SVR with linear and Gaussian kernels, denoted as SVR (linear) and SVR (Gaussian), MLG [21], OPLDA [23], OPMFA [23], and AGDMLR [17]. In addition, we employed a slightly modified version of GEINet [34] as a deep learning-based approach to age estimation. More specifically, the original GEINet outputs class (i.e., subject) likelihoods and hence the number of nodes at the last layer is equal to the number of subjects. On the other hand, the modified version of GEINet outputs an age and hence the last layer has just a single node. Moreover, we also evaluated the other state-of-the-art deep learning approaches [30, 31, 42] to gait-based age estimation.

MAEs and CSs for 1, 5, and 10 years tolerance are summarized in Table 2. As a result, deep learning-based...
methods (i.e., GEINet [34], DenseNet [30], multi-task [42], multi-stage [31], and the proposed method) significantly outperform the other conventional machine learning-based methods. In addition, the proposed method outperforms or at least comparable to the state-of-the-art deep learning-based approaches [34, 30, 42, 31] despite the proposed method employs a relatively simple backbone network, which is the same as GEINet [34]. In fact, if we compare the proposed method with a regression-based method under the same backbone network, i.e., GEINet [34], we can see the proposed method clearly outperforms it by a large margin (e.g., the proposed method improves MAE and CS(1) by 0.79 years and 7.6%, respectively). This is because the proposed method with the age label distribution has a more powerful and flexible expression capability than the regression-based method which outputs a single age value. More specifically, while the regression-based model (e.g., GEINet [34]) is highly affected by outlier subjects who look much younger/older for his/her ages, the proposed method can mitigate the effect of the outliers by assigning probabilities to multiple age labels.

For further analysis, scatter plots between the ground-truth age and the estimated ages are shown for deep learning-based methods with the same backbone network, i.e., GEINet [34] as a regression-based approach and the proposed method as a label distribution-based approach in Fig. 6. In both cases, we can observe a common property in the gait-based age estimation that the age estimation uncertainty is small for children, while it is large for adults and the elderly. We then take a closer look at differences between them. While the estimated ages for GEINet (Fig. 6 (a)) is more deviated than the proposed method (Fig. 6 (b)) for all the age range, particularly, for the children under 15 years old. In addition, the proposed method has significantly improved the estimation accuracy for over 60 years old compared with GEINet. More specifically, while most of subjects over 60 years old are under-estimated (i.e., biased to younger direction) for GEINet, the proposed method successfully mitigates the under-estimate. This leads to the performance improvement of quantitative criteria such as MAEs and CSs.

5.6. Sensitivity analysis

Since the standard deviation $\sigma$ of label distribution is one of key hyper-parameters for the proposed method, we analyze its sensitivity on gait-based age estimation accuracy.

Table 3 (left) shows MAEs when changing the standard deviation $\sigma$. According to Table 3 (left), the larger the $\sigma$ is, the worse the MAE is. This would be partly because the ground-truth age in OULP-Age was given in the integer domain. Actually, the age annotation of OULP-Age was provided by each subject’s self-declaration who participated in a long-run exhibition of video-based gait analysis [24], and hence the upper-bound of age annotation error is ideally less than one year unless he/she provided a wrong information. The smallest standard deviation $\sigma = 1$ yielded the best accuracy.

Table 3: MAEs [years] for sensitivity analysis of the standard deviation $\sigma$ of the ground-truth label distribution (left) and those for ablation studies of the two loss functions $L_{KL}$ and $L_{MAE}$ (right).

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>MAEs</th>
<th>$L_{KL}$</th>
<th>$L_{MAE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>5.43</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>2.0</td>
<td>5.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>5.51</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>5.0</td>
<td>5.58</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>10.0</td>
<td>5.64</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

5.7. Ablation studies of loss functions

Moreover, we evaluated the effects of the two loss functions, i.e., the KL divergence-based loss function $L_{KL}$ and the MAE-based loss function $L_{MAE}$.

Table 3 (right) shows MAEs when turning on and off the two loss functions (i.e., set the balancing parameter 1 and 0, respectively). The result shows that the MAE gets worse when we make either of the two loss functions invalid, in other words, both the KL divergence-based and the MAE-based loss play important roles in a complementary way each other. As a result, the joint loss function composed of the two loss functions yielded the best accuracy.

6. Conclusions

This paper described a method of uncertainty-aware gait-based age estimation. Unlike the existing uncertainty-aware approach such as the GPR-based method [25], the proposed method can successfully and naturally handle similar gait features but with different ages by introducing a label distribution learning framework. Experiments with the world-largest gait database OULP-Age showed that the proposed method can well represent the uncertainty of the age estimation and outperformed or was comparable to the state-of-the-art methods.

Since the proposed method employs a relatively simple backbone network [34], we will further improve the accuracy by introducing more state-of-the-art backbone network (e.g., [5]). Moreover, in the proposed method, the standard deviation $\sigma$ which is a hyper-parameter to control the uncertainty of the target distribution, is the same for all the training data. We will therefore try realizing a better label distribution learning by employing an age/sample-dependent $\sigma$ to improve accuracy as another future work.
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