Abstract

This paper describes a method of gait recognition where both a gallery and a probe are based on low frame-rate videos. The sparsity of phases (stances) per gait period makes it much harder to match the gait using existing gait recognition algorithms. Consequently, we introduce a super resolution technique to generate a high frame-rate periodic image sequence as a preprocess to matching. First, the initial phase for each frame is estimated based on an exemplar of a high frame-rate gait image sequence. Images between a pair of adjacent frames sorted by the estimated phases are then filled using a morphing technique to avoid ghosting effects. Next, a manifold of the periodic gait image sequence is reconstructed based on the estimated phase and morphed images. Finally, the phase estimation and manifold reconstruction are iterated to generate better high frame-rate images in the energy minimization framework. Experiments with real data on 100 subjects demonstrate the effectiveness of the proposed method particularly for low frame-rate videos of less than 5 fps.

1. Introduction

Gait recognition is one of the behavioral biometrics which has attracted much attention because it can be applied to uncooperative subjects and/or subjects at a distance from cameras. In fact, a burglar’s gait captured by a CCTV camera was accepted as evidence in a UK court [27].

Although gait recognition has promising properties, it still suffers from many types of intra-class variations such as observation views [10][2][28][7], walking speeds [11][25], clothing [6], and elapsed times [21][13]. In addition to these difficulties, gait recognition for low frame-rate videos has remained an important and challenging problem because (1) digital videos captured by CCTV cameras are often recorded at quite low frame-rates (e.g., 1 to 6 fps) due to limitations of the communication bandwidth and/or storage size, and (2) the sparsity of phases (stances) per one gait period significantly degrades the existing gait recognition algorithms.

Despite its importance, only a few studies have tackled gait recognition with low frame-rates. Mori et al. [14] proposed a matching method between a low frame-rate probe (input/query) sequence and a normal frame-rate gallery (enrollment) sequence based on period-based phase synchronization. Although the problem setting was effective for several cases of criminal investigation, it was naturally not applicable to matching between dual low frame-rate videos such as cross-camera person matching.

In such dual low frame-rate problem settings, temporal interpolation is one possible approach. Al-Huseiny et al. [1] proposed the level-set approach to temporal interpolation and applied it to gait recognition for low frame-rate videos. The temporal interpolation works well for videos with a middle range of frame-rates (e.g., more than 6 fps), it fails, however, for quite low frame-rate videos (e.g., 1 or 2 fps).

Another possible approach is temporal super resolution. Shechtman et al. [22] proposed a space-time super resolution by combining information from multiple low-resolution video sequences of the same dynamic scene. The multiple camera setting is, however, not always available in actual scenes.

Furthermore, methods of temporal super resolution from a single video were also proposed. Shimano et al. [23] proposed an example-based temporal super resolution using self similarity and Makihara et al. [9] proposed a reconstruction-based method using multiple-period observation and phase registration within a single video.

The initial contribution of this paper is to improve gait recognition performance for low frame-rate videos by introducing periodic temporal super resolution [9]. Once an input to a low frame-rate video has been subjected to temporal super resolution, existing gait features [8][5][10][21] are successfully applied.

On the other hand, it was reported that periodic temporal super resolution suffers from errors of initial phase estimation using linear phase evolution prior, which typically oc-
occurred due to the wagon wheel effect in quite low frame-rate cases (e.g., 1 or 2 fps) [9]. Therefore, the second contribution of this paper is the improvement of initial phase estimation using an exemplar high frame-rate gait image sequence. Although the subject of the exemplar gait image sequence is different from those of a probe and a gallery, the exemplar sequence still makes the initial phase estimation much more robust than only linear phase evolution prior.

Moreover, if sufficient images are not available as inputs and hence the observed gait stances are still sparse after temporal super resolution, the reconstructed periodic image sequence often contains alpha blending-like ghosts because the method [9] interpolates it in image intensity based eigen space. Therefore, the third contribution of this paper is to improve the quality of the reconstructed periodic image sequence by incorporating morphing techniques to fill the gait stances between a pair of adjacent images sorted by estimated phases. Note that the proposed method fills images between a pair of adjacent frames of relatively similar gait stances after a sorting phase, while the existing method [1] fills images between a pair of adjacent frames of the largely different gait stances in low frame-rate videos.

The remainder of this paper is organized as follows. Section 2 addresses related work on gait recognition and temporal super resolution, and Section 3 describes the preprocessing for silhouette-based gait recognition. Section 4 addresses the proposed method of periodic temporal super resolution. Section 5 describes experiments using real gait image sequences and Section 6 discusses the limitations of the proposed method. Finally, Section 7 gives the conclusions and identifies future research.

2. Related work

Period-based gait feature: Because a gait is a type of periodic motion, period-based gait features have been widely used for gait recognition. The most well-known one is the averaged silhouette [8] (also called GEI [5]) which is obtained by simply averaging gait silhouette images over one gait period. In addition, gait features based on frequency analysis are also proposed such as amplitude spectra [10][29], Fourier descriptors [15][30], and Gabor features [26]. These period-based gait features are computed from multiple images within one gait period, and hence they deteriorate significantly when the number of images within one gait period reduces to low levels, as in low frame-rate videos.

Frame-based gait feature: A frame-based gait feature such as a raw gait silhouette image is used in conjunction with phase synchronization using phase shift and/or stretching in the linear domain [21][17][14] or using Dynamic Time Warping (DTW) or Hidden Markov Model (HMM) in the non-linear domain [3][24]. The frame-based gait features themselves do not deteriorate even in the case of low frame-rate videos. They suffer, however, from a phase synchronization step in the case where both a gallery and a probe are low frame-rate videos because corresponding phases (stances) between the gallery and a probe are often missing due to the sparsity of the frame-based gait features per gait period.

Temporal super resolution: Approaches to temporal super resolution fall into two groups: example-based approaches and reconstruction-based approaches. The example-based methods typically try to generate a high frame-rate video from a single low frame-rate video based on a number of exemplar pairs of spatio-temporal patches in both the high frame-rate and low frame-rate videos [23]. The reconstruction-based method typically tries to generate a high frame-rate video from multiple low frame-rate videos based on spatio-temporal registration [22]. On the other hand, in the case of a periodic or quasi-periodic image sequence, multiple periods of image sub-sequences with sub-frame-order differences are available for reconstruction-based periodic temporal super resolution from a single low frame-rate video [9]. In such periodic temporal super resolution, stable phase estimation for each frame is key to the generation of accurate high frame-rate periodic image sequences.

3. Preprocessing

In this section, a preprocessing part of our silhouette-based gait recognition is briefly addressed. First, given a gait image sequence, a silhouette for each frame is extracted as a foreground region by background subtraction-based graph-cut segmentation [12]. Next, a normalized gait silhouette sequence of pre-determined size is generated by image size-normalization and registration based on the height and the center of gravity of each silhouette as shown in Fig. 1.

Principal Component Analysis (PCA) is then applied to the normalized gait silhouette sequence and each normalized gait silhouette is projected into PCA space for dimension reduction. The dimension of the PCA space is decided so that information loss is less than 1%, in other words, the cumulative contribution rate is over 99%. Note that the normalized gait silhouette sequence is expressed as a manifold parameterized by phase in parametric eigen space [16]. The gait silhouette and gait silhouette sequence are expressed as a point and a trajectory in the PCA space respectively, as illustrated in Fig. 2.
4. Periodic temporal super resolution

4.1. Definition of quasi-periodic image sequence

In this section, we define an input gait silhouette sequence as a quasi-periodic image sequence. An image drawn from the periodic image sequence at time \( t \) is denoted by the vector-form \( \mathbf{x}(t) \), which satisfies

\[
\mathbf{x}(t + P) = \mathbf{x}(t) \quad \forall t,
\]

where \( P \) is a period. Two non-dimensional time parameters, phase \( s \) and relative phase \( \tilde{s} \), are then introduced as

\[
s = s_P(t) = \frac{t}{P},
\]

\[
\tilde{s} = s - \lfloor s \rfloor,
\]

where \( s_P(\cdot) \) is a phase evolution function and \( \lfloor \cdot \rfloor \) is a floor function. The periodic image sequence is now represented in the phase domain as

\[
\mathbf{x}_s(s) = \mathbf{x}(s_P^{-1}(s)).
\]

Note that the periodic image sequence constructs a manifold with respect to the relative phase \( \tilde{s} \in [0, 1) \) and which satisfies \( \mathbf{x}_s(1) = \mathbf{x}_s(0) \).

On the other hand, an input gait silhouette sequence is composed of \( N^{in} \) discretely observed images \( \mathbf{X}^{in} = \{ \mathbf{x}^{in}_i \}(i = 0, \ldots, N^{in} - 1) \) which are denoted as

\[
\mathbf{x}^{in}_i = \mathbf{x}_s(s_{P,i})
\]

\[
s_{P,i} = s_0 + \frac{i}{f},
\]

where \( s_P = \{ s_{P,i} \} \) is a phase sequence for the input image sequence, \( s_0 \) is the phase for the first frame, and \( f \) is the frame-rate. Moreover, the input image sequence is often degraded to a quasi-periodic image sequence \( \mathbf{X}^{QP} = \{ \mathbf{x}^{QP}_{Q,i} \} \) due to fluctuations of the sampling rate of the network camera and/or gait motion itself and it is defined as

\[
\mathbf{x}^{QP}_{Q,i} = \mathbf{x}_s(s_{Q,i})
\]

\[
s_{Q,i} = s_{P,i} + \Delta s_i,
\]

where \( s_Q = \{ s_{Q,i} \} \) is a quasi-periodic phase sequence.

In summary, the problem setting can be stated as a simultaneous estimation problem of a periodic manifold \( \mathbf{x}_s \) and a phase sequence \( s_Q \) from an input quasi-periodic image sequence \( \mathbf{X}^{in} \).

4.2. Manifold representation

The periodic manifold \( \mathbf{x}_s \) is represented by a parametric eigenspace method [16]. More specifically, a cubic \( N \)-spline function parameterized by the phase in the eigenspace is exploited. Let us consider \( N^{QP} \) control points \( \{ \mathbf{y}^{QP}_j \} \) in the \( M \) dimensional eigenspace accompanied by corresponding phases \( \{ s^{QP}_j = j/N^{QP} \} \), \( (j = 0, \ldots, N^{QP} - 1) \). Next, a spline parameter vector for a \( k \) power-term coefficient at the \( j \)th interval \( [s^{QP}_j, s^{QP}_{j+1}] \) is denoted as \( \mathbf{a}^{QP}_{j,k} \in \mathbb{R}^M \) \((k = 0, 1, 2, 3)\). Subsequently, a submatrix \( A^{QP}_j \) at the \( j \)th interval and a total spline matrix \( A^{QP} \) are defined as \( A^{QP}_j = [\mathbf{a}^{QP}_{j,0}, \ldots, \mathbf{a}^{QP}_{j,3}]^T \in \mathbb{R}^{4 \times M} \) and \( A^{QP} = [A^{QP}_{0}^T, \ldots, A^{QP}_{N^{QP}-1}^T]^T \in \mathbb{R}^{N^{QP} \times M} \), respectively. An interpolated point \( \tilde{\mathbf{y}}(\tilde{s}) \) in the eigenspace for a relative phase \( \tilde{s} \) at the \( j \)th interval is then expressed as

\[
\tilde{\mathbf{y}}(\tilde{s}) = A^{QP}_j \mathbf{w}(\tilde{s})
\]

\[
\mathbf{w}(\tilde{s}) = [0, \ldots, 0, 1, w, w^2, w^3, 0, \ldots, 0]^T
\]

\[
w = \frac{\tilde{s} - s^{QP}_j}{s^{QP}_{j+1} - s^{QP}_j}, \quad (s^{QP}_j \leq \tilde{s} \leq s^{QP}_{j+1})
\]

where \( \mathbf{w}(\tilde{s}) \) is an interpolation coefficient vector whose components from \( 4j \) to \( (4j + 3) \) are \([1, w, w^2, w^3]\), and \( w \) is the interpolation ratio between the control points.

On the other hand, it is well known that the relationship between a control points matrix \( Y^{QP} = [\mathbf{y}^{QP}_{0}^T, \ldots, \mathbf{y}^{QP}_{N^{QP}-1}^T]^T \) and a spline parameter matrix \( A^{QP} \) is derived from the C2-continuous boundary conditions as [9]

\[
A^{QP} = D Y^{QP},
\]

where \( D \in \mathbb{R}^{N^{QP} \times N^{QP}} \) is a coefficient matrix. Hence, once the control points \( Y^{QP} \) have been given, interpolation \( \tilde{\mathbf{y}}(\tilde{s}) \) for a relative phase \( \tilde{s} \) is obtained using Eqs. (9) and (12). The reconstruction problem of the periodic manifold \( \mathbf{x}_s(s; Y^{QP}) \) can then be replaced by an estimation problem of the control points \( Y^{QP} \) as discussed in the following sections.

4.3. Energy minimization framework

Similar to the other temporal super resolution approaches [22][23], we adopt an energy minimization approach. First, suppose that an input quasi-periodic image sequence in the eigenspace is expressed as \( \mathbf{Y}^{in}_Q = \{ \mathbf{y}^{in}_{Q,i} \} \) and recall that the accompanying phase sequence \( s_Q = \{ s_{Q,i} \} \) is unknown. Subsequently, the interpolation coefficient vector for the \( i \)th phase \( s_{Q,i} \) is defined as \( \mathbf{w}(s_{Q,i}) \), in the same way as Eq. (10), and then approximation by the periodic manifold with the \( i \)th phase \( s_{Q,i} \) is

\[
\tilde{\mathbf{y}}(Y^{QP}, s_{Q,i}) = A^{QP}_i \mathbf{w}(s_{Q,i}) = Y^{QP} D_i^T \mathbf{w}(s_{Q,i}).
\]
of the periodic manifold \( y(s; Y^{cp}) \) in eigenspace, and (3) smoothness of the phase evolution \( s_Q \) based on the linear phase evolution prior. The actual form of the function is

\[
E(Y^{cp}, s_Q) = \frac{1}{N^{in}} \sum_{i=0}^{N^{in}-1} ||Y^{cp} D^T w(s_Q,i) - y_{iQ}^{in}||^2
+ \lambda_m \frac{1}{N^{cp}} ||BY^{cp}||^2
+ \lambda_s \frac{1}{N^{in}} \sum_{i=1}^{N^{in}-1} (s_{Q,i} - s_{Q,i-1} - \frac{1}{P})^2,
\]

where the first, second, and third terms are the data term, the smoothness terms for the periodic manifold and the phase evolution. \( B \) is a matrix for the manifold curvature, and \( P' (= f P) \) is a global period in the frame domain derived from the linear phase evolution prior.

We can see that the objective function \( E(Y^{cp}, s_Q) \) is a quadratic form with respect to the manifold control points \( Y^{cp} \) and, therefore, a linear solution of the manifold control points \( Y^{cp} \) is provided under the fixed phase \( s_Q \). On the other hand, the phase \( s_Q \) is a complex form, since the spline curves are switched piecewise based on phase \( s_Q \) and the interpolation ratio \( w \) appears as a sixth-order polynomial in the data term. To solve this highly nonlinear optimization problem, iterative solutions are employed in the following sections.

### 4.4. Initial phase estimation

In the initial phase estimation step, instead of using linear phase evolution prior \([9]\), continuous Dynamic Programming (DP) \([18]\) is applied directly between an input low frame-rate image sequence \( Y_Q^{in} \) and an exemplar high frame-rate image sequence \( Y^{ex} \). This means that the \( j \)th quantized phase coincides with the \( j \)th control point \( y^{ex}_j \). Next, a set of phases which can be transitioned from a previous step to \( j \)th quantized phase is defined as \( R_j \) by considering the frame-rate of the input image sequence and gait period range. A cumulative cost and the optimal transition path from a previous step at the \( i \)th input frame and \( j \)th exemplar control point are then denoted as \( c(i,j) \) and \( p(i,j) \), respectively, and the optimal phase is provided by the following DP steps.

1. Initialize cost matrix

\[
c(0,j) = ||y^{ex}_j - y_{Q,0}^{in}||^2
\]  

2. Update cumulative cost and transition path

\[
p(i,j) = \arg \min_{k \in R_j} \{c(i-1,k)\}
\]

\[
c(i,j) = c(i-1, p(i,j)) + ||y^{ex}_j - y_{Q,i}^{in}||^2
\]

3. Optimize the terminal phase

\[
p^*(N^{in} - 1) = \arg \min_j c(N^{in} - 1, j)
\]

4. Back track

\[
p^*(i - 1) = p(i, p^*(i))
\]

After the initial phase is estimated as \( s_Q^{init} \) as a result of the above DP procedure, the global period \( P' \) is computed from averaged phase evolution speed.

### 4.5. Interpolation between sorted phases

Once an initial phase sequence \( s_Q^{init} = \{s_{Q,i}^{init}\} \) is estimated, the input image sequence \( X_Q^{in} = \{x_{Q,i}^{in}\} \) is sorted based on the initial phase sequence \( s_Q^{init} \) as \( X_Q^{sort} = \{x_{Q,i}^{sort}\} \). The intermediate images between each pair of adjacent sorted images \( x_{Q,i}^{sort} \) and \( x_{Q,i+1}^{sort} \) are then interpolated by the phase quantization interval \( (1/N^{cp}) \) using the morphing technique \([3]\). An advantage of morphing-based interpolation is to avoid ghosts occurring in the case of interpolation in eigen space. In addition, note that the proposed method interpolates images between a pair of adjacent sorted images, while the existing morphing-based gait recognition approach \([1]\) interpolates images between a pair of adjacent original images whose the elapsed phase is much larger, or in short, whose gait stances are quite different from each other. Finally, the interpolated image sequence \( X_Q^{int} = \{x_{Q,i}^{int}\} \) is fed into the energy minimization framework, and the initial manifold control points \( Y^{cp,0} \) under the fixed phase sequence \( s_Q^{0} \) are then easily calculated using a linear solution as described in Section 4.3.

### 4.6. Phase estimation by quadratic approximation

After the initial solution is obtained, the phase sequence and manifold control points are alternately updated based on the previous solution.

The first step is phase estimation based on the quadratic approximation of the data term with respect to phase. The search domain of the phase at the \( r \)th iteration is set based on the previous solution as \( R'_r = \{s|s_{Q,i}^{int} - s^{tot} \leq s \leq s_{Q,i}^{int} + s^{tot}\} \). The minimum data term for the \( i \)th phase \( s_{Q,i} \) is found by the Newton method within the search domain. After phase minimizing, the data term has been obtained as
\( s_{Q,i}^{data,r} \), and the \( i \)th data term in Eq. (14) is approximated by a Taylor expansion up to the second-order term as

\[
\begin{align*}
E_i^{data,r}(s_{Q,i}) &= E_i^{data,r}(s_{Q,i}^{data,r}) \\
&+ \frac{dE_i^{data,r}}{ds_{Q,i}}(s_{Q,i}^{data,r} - s_{Q,i}) \\
&+ \frac{1}{2} \frac{d^2E_i^{data,r}}{ds_{Q,i}^2}(s_{Q,i}^{data,r} - s_{Q,i})^2.
\end{align*}
\] (20)

Now, the total energy function is a quadratic form with respect to the phase \( s_{Q} \) and thus the optimal phase \( s_{Q} \) is given as

\[
s_{Q}^{*} = \arg \min_{s_{Q}} \left\{ \frac{1}{N_{int}} \sum_{i=0}^{N_{int}-1} E_i^{data,r}(s_{Q,i}) + \lambda_s \frac{1}{N_{int}} \sum_{i=1}^{N_{int}-1} \left( s_{Q,i+1} - s_{Q,i} - \frac{1}{P} \right)^2 \right\}
\]

\[
\text{s.t. } s_{Q,i}^{r-1} \leq s_{Q,i} \leq s_{Q,i}^{r} + s_{\text{tol}},
\]

\[
\text{s.t. } s_{Q,i}^{r} \geq s_{Q,i}.
\]

where Eqs. (22) and (23) are the lower and upper limit constraints and the monotonically increasing constraints, respectively. As a result, the problem is formulated as a convex quadratic programming problem and is solved by the active set method.

The next step is the update of the manifold control points. The manifold control points \( Y^{cp,r} \) at the \( r \)th iteration are computed based on the phase sequence \( s_{Q}^{r*} \) at the \( r \)th iteration via linear solution.

These procedures are iterated until convergence by gradually relaxing the manifold smoothness constraint so that the manifold fits the data.

5. Experiments

5.1. Dataset

We evaluated the proposed method with real data from the OU-ISIR Gait Database [19]. A total of 200 real gait sequences from 100 subjects were used in the experiments. Each subject was requested to walk on a speed-controlled treadmill and two gait sequences were captured: one for the probe, and the other for the gallery. The normalized gait silhouette size, frame rate, and recording time for each sequence were \( 88 \times 128 \) pixels, 60 fps, and 6 sec. Low frame-rate gait sequences were constructed by selecting the gait silhouettes at a specified interval, that is, by down sampling.

5.2. Result of periodic temporal super resolution

In this section, we showed several results of the periodic temporal super resolution with linear phase evolution prior (TSR (LPEP)), with the exemplar image sequence (TSR (Ex)), and with the exemplar image sequence and morphing (TSR (Ex + Morph)), compared with temporal interpolation using the level-set morphing approach (Morph) [11].

Figure 3 shows results for a 2-fps image sequence. We can see that Morph (the second row of Fig. 3) cannot successfully recover a high frame-rate image sequence because the two key gait stances are too far apart (a single support phase and the next single support phase) due to the quite low frame-rate for interpolating intermediate gait stances (double support phases). Although TSR (LPEP) (the third row of Fig. 3) reconstructs a smooth gait silhouette sequence, it still suffers from backward play, that is, the wagon wheel effect, and also ghosts. On the other hand, TSR (Ex + Morph), (the fourth row of Fig. 3), successfully reconstructs a natural gait silhouette sequence with neither a wagon wheel effect nor ghosting, and hence looks quite similar to the original normal frame-rate image sequence (the bottom row of Fig. 3).

5.3. Result of gait recognition

In this section, we evaluate the proposed methods TSR (LPEP), TSR (Ex), and TSR (Ex + Morph) in terms of gait recognition performance compared with the approach without temporal super resolution (NoTSR) and with temporal interpolation Morph [11].

Frame-based gait feature: In these experiments, the method of period-based phase synchronization [14] is employed for matching low frame-rate probe image sequence and super-resoluted or temporally interpolated high frame-rate gallery image sequence, where the periodic gallery image sequences are directly matched to the probe sequence.
so as to synchronize the phase by shifting the frame. The performance measure used is Cumulative Matching Characteristics (CMC) curve \(^{20}\) and rank-1 identification rate.

The result is shown in Fig. 4. While all the approaches are degraded as the frame-rate decreases, either of the proposed temporal super resolution methods still achieves the best performance for less than 5 fps.

**Period-based gait feature:** The gait features used are the most popular averaged silhouette \(^{8}\)[5] and the frequency-domain feature \(^{10}\). The performance measure used is the rank-1 identification rate. As for NoTSR, the frequency-domain feature cannot be extracted at less than 4 fps because of the sampling theorem.

The results for each gait feature are shown in Fig. 5. While all the approaches achieved a 100 % identification rate at more than 5 fps, either of the periodic temporal super resolution approaches achieved a better performance at less than 5 fps.

### 6. Limitations

While the proposed method solved the wagon wheel effect which the linear phase evolution prior-based method \(^{9}\) suffers from, the troublesome stroboscopic effect (temporal aliasing) still remains. The stroboscopic effect typically occurs when the sampling interval coincides with the period of a moving object. In such cases, the observed image sequence appears to be almost standing still because the observed images are always the same even though the object is actually moving periodically as shown in Fig. 6. Any reconstruction-based approach from a single video cannot solve the stroboscopic effect on its own. Therefore a combined framework of the reconstruction-based and example-based temporal super resolution techniques needs to be studied in the future.

### 7. Conclusions

This paper described gait recognition for low frame-rate videos. We first improved gait recognition for low frame-rate videos by incorporating periodic temporal super resolution from a single image sequence. Second, we solved the troublesome wagon wheel problem which the existing periodic temporal super resolution approach suffered from by introducing stable initial phase estimation based on an exemplar high frame-rate video. Third, images between a pair of adjacent images sorted by estimated phases are interpolated by a morphing technique to avoid alpha blending-like ghosting. Experimental results using a real gait image sequence showed the effectiveness of the proposed method in terms of not only recognition performance but also the visual quality of temporal super resolution.

In the future we propose to address the problem of the stroboscopic effect by combining the example-based and reconstruction-based approaches.
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