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Abstract

This paper describes a method for multi-view multi-modal biometrics from a single walking image sequence. As multi-modal cues, we adopt not only face and gait but also the actual height of a person, all of which are simultaneously captured by a single camera. As multi-view cues, we use the variation in the observation views included in a single image sequence captured by a camera with a relatively wide field of view. This enables us to improve the authentication of a person based on multiple modalities and views, while retaining the potential for real applications such as surveillance and forensics using only a single image sequence (a single session from a single camera). In the experiments, we constructed a large-scale multi-view multi-modal score data set with 1,912 subjects, and evaluated the proposed method using the data set in a statistically reliable way. We achieved 0.37% equal error rates for the false acceptance and rejection rates in the verification scenarios, and 99.15% rank-1 identification rate in the identification scenarios.

1. Introduction

Image-based pedestrian authentication has been in high demand for many applications including but not limited to access control, security, surveillance, and forensics, because surveillance cameras have been increasingly installed in both public and private spaces. Image-based biometric cues such as iris, ear, face, and gait, have potential for person authentication, of which face and gait are particularly promising modalities because they can be effective even if target images are captured at relatively large distances.

Face recognition has been extensively studied in recent times and we refer the reader to the excellent surveys of [39, 1, 17] for details. Although face recognition achieves high performance in a controlled situation, it encounters difficulties under the so-called PIE (pose, illumination, and expression) variations [11], and also in the case of significantly low image resolution, occlusion (e.g., mask, sunglass, and full-face helmet), and observation from the rear.

Gait recognition is a relatively new family of biometrics compared with face recognition and we refer the reader to [30] for details. An advantage of gait recognition is its ability to ascertain identity from a distance and hence it works well even if the image resolution is significantly low (e.g., just 30-pixels in height). The performance of gait recognition is, however, often degraded by many of the covariates: views [18, 25, 22], walking speeds [27], clothing [15].

In both face and gait recognition, while the pose or view difference between a probe and a gallery is a troublesome covariate, a common view variation in a probe and a gallery is a useful cue for improving person authentication because the different views contain different types of cues (e.g., forward-backward arm swing in the side-view gait and body width in the frontal-view gait). Therefore, several researchers focus their efforts on multi-view face recognition [8, 29, 20, 37, 28] or multi-view gait recognition [5, 35, 26, 21, 13]. In particular, approaches using multi-view observation from a single image sequence (a single session from a single camera) [13, 34] have good potential for application to real situations, because we cannot always expect view variations from multiple cameras and/or multiple sessions in surveillance and forensic scenarios.

Moreover, fusion of face and gait recognitions [32, 19, 23, 38, 42, 14] is also a promising approach for improving person authentication, because face and gait biometrics can be captured by a single device, namely, a camera, and can also be used as complementary cues to each other.

Therefore, we propose a method of person authentication based on multi-view multi-modal biometrics from a single walking image sequence. We extract multiple cues derived from multiple views as well as multiple modalities including not only face and gait but also the height of a person and we fuse them into a score level for better performance. The contributions of this paper are summarized by the following...
three points.

1. Multi-view face and gait recognition from a single image sequence

We simultaneously combine both multiple modalities (face and gait) and multiple views observed from a single walking image sequence in score-level fusion frameworks. This enables us to improve the person authentication performance based on multiple modalities and views, while retaining the potential for real applications such as surveillance and forensics, because we use only a single image sequence (a single session with a single camera).

2. Fusion with the height

We employ the height of a person as another modality in addition to face and gait, while existing methods of gait recognition often overlook the useful height information. Note that we use the actual height, which is computed based on camera calibration and ground plane constraints and is therefore independent of person-to-camera distance.

3. Construction of a large-scale score data set

We have constructed a multi-view multi-modal (face and gait) and height score database using the data set [16] that contains image sequences of 1,912 walking subjects captured by a camera with a relatively wide field of view $^1$. Since previous studies on the fusion of face and gait recognition employed at most the order of a hundred subjects [32, 19, 23, 38, 40, 41, 43, 42, 10, 9, 14], we significantly improve the statistical reliability of the performance evaluation with this data set.

2. Related Work

2.1. Multi-view face recognition

It is well known among those using face recognition that video-based recognition achieves a higher performance than single-image-based recognition because the variations in the video such as pose or expression enhance the individual characteristics. A typical method for video-based recognition is a subspace-based method. Fukui and Yamaguchi [8] proposed a constrained mutual subspace method (CMSM), and Nishiyama et al. [29] extended it into multiple CMSM. Kim et al. [20] formulated the multi-view face recognition in a discriminative canonical correlation framework.

Another way of using multiple views is by incorporating a 3D face model. Chen and Hauptmann [37] exploit two orthogonal views to reconstruct a 3D face model for robust face recognition. Mayo and Zhang [28] proposed an algorithm for 3D face recognition based on point cloud rotation, multiple projections, and voted keypoint matching.

2.2. Multi-view gait recognition

Multi-view observations are also effectively used in gait recognition. Cuntoor et al. [5] combine scores provided by width vectors from side and frontal views using a summation rule, while Yu et al. [35] fuse scores provided by a key Fourier descriptor from multiple views using several fusion rules. Multi-view observations are also used to enhance view-invariant gait recognition [33, 25, 22].

Whereas the above approaches assume multiple cameras and/or sessions, several approaches extract multi-view gait features from a single image sequence. Han et al. [13] find and match the optimal pair of subsequences with similar views between two image sequences containing view transitions in the context of the view-invariant gait recognition, while Sugiura et al. [34] extract multi-view gait features captured by a camera with a wide field of view (e.g., omnidirectional camera [36]) and fuse them at a score level.

2.3. Fusion of face and gait

Because we can simultaneously capture face and gait biometrics using a single camera, the fusion of face and gait is a promising fusion pair for real applications.

Kale et al. [19] fuse view-invariant gait recognition and face recognition based on sequential importance sampling with hierarchical (sequential) or score-level fusions. Zhang et al. [38] introduced geometry preserving projections approaches for selecting a subspace of multi-modal biometrics and conducted experiments using chimera data of faces, palm prints, and gaits. Lee et al. [23] brought out a chaotic measure for fusing frontal face and gait. Hofmann et al. [14] used alpha matting preprocessing to accurately separate foreground and background layers and also to obtain alpha GEI for better fusion.

Zhou et al. [40] fused side-view gaits and super-resolution face images using hierarchical or score-level fusions, and further introduced dimension reduction and discriminant analysis for better performance in [41]. Zhou et al. [43] also exploited fusion with face profiles and Zhou and Bhanu [42] proposed a feature-level fusion scheme of side view faces and gaits in conjunction with discriminant analysis.

Whereas the above existing methods make use of single-view face and gait features, Shakhnarovich and Darrell [32] constructed a texture-mapped visual hull using multiple cameras and synthesize a frontal-view face and a side-view gait. Liu and Sarkar focus on outdoor case, and fuse frontal-view face and side-view gait using several fusion scheme [24]. The multi-camera setting is, however, not always available in real scenarios such as surveillance and forensics.

Geng et al. [10] proposed an adaptive fusion scheme of the face and gait to cope with the view and subject-to-camera distance changes and also introduced four different types of fusion weights and determined the weights by prior knowledge or machine learning techniques in [9]. Whereas the change of subject-to-camera distances within a single
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$^1$http://www.am.sanken.osaka-u.ac.jp/BiometricDB/BioScore.html
image sequence is considered, the change of views are not considered in [10, 9], and hence multi-view fusion is out of scope.

In summary, to the best of our knowledge, up to now there have been no studies on the fusion of multi-view face and gait from a single image sequence.

3. Multi-view multi-modal walking person authentication

3.1. Overview

We consider authenticating a walking person using a single image sequence captured by a single camera at a single session. In this case, the face and gait biometrics are candidates for person authentication, because both face and gait are observed from the camera. In this setting, the image sequences are composed of several image subsequences observed with different views, even if the walking direction is unchanged as long as the camera has a relatively wide field of view [34], and hence we can extract multi-view face and gait features. Moreover, we can extract the height of the subject from the image sequence if the camera used is calibrated in advance and the ground plane constraint is available.

Therefore, our approach employs multi-view multi-modal biometrics, namely, multi-view face features, multi-view gait features, and the height of a subject together as multiple cues for person authentication.

3.2. Multi-view multi-modal fusion

Many fusion approaches with different levels (e.g. sensor-level, feature-level, score-level, and decision level) have been proposed [31]. We focus on score-level fusion in this study.

We extract multi-view face and gait features from the image sequence of the target subject, because the face and gait features from different views include different information (e.g., face texture in the frontal-view and face profile in the side view, body width in the frontal-view and forward-backward arm swing in the side view). In contrast, we extract a single height from the image sequence, because the height of the body is view-independent. Based on the extracted features, we calculate face and gait dissimilarity scores with multiple views, and a height dissimilarity score between two image sequences.

In the case of multi-view multi-modal biometrics, three fusion approaches are possible: a) multi-modal fusion in single view; b) multi-view fusion of unimodal; c) multi-view fusion of multi-modal.

Let $s_f = [s_{f1}, s_{f2}, ..., s_{fN_v}]$, $s_g = [s_{g1}, s_{g2}, ..., s_{gN_v}]$ be $N_v$ dimensional score vectors associated with the face and gait from $N_v$ different views, and let $s_h$ be a score of the height. Our method calculates a fusion score $S_{fusion}$ for authentication by:

$$ S_{fusion} = f(s_f, s_g, s_h), $$

where $f(\cdot)$ is a fusion function (rule) that combines the input scores. We perform verification or identification using the fused score $S_{fusion}$.

4. Implementation

4.1. Face-based matching

In this study, we call the part of a body above the neck a face, which is defined based on a silhouette. A face feature is then defined as a color texture masked by the face region as shown in Figure 1. The sizes of faces are dependent on the subject and view, and range from $17 \times 19$ [pixels] to $21 \times 24$ [pixel] in the examples of Figure 1.

Given a pair of face features, we calculate a dissimilarity score between them as follows. Let $F_p^v$ be a face feature of a probe at the $i$-th frame from view $v$, and let $F_g^{v,j,k}$ be a face feature of a gallery at the $j$-th frame from view $v$ with $k$-th spatial displacement within the searching regions for template matching. The dissimilarity score between the probe and the gallery from view $v$ is calculated by correlation-based template matching as:

$$ S_{fv}(probe, gallery) = \min_{i, j, k} \left[ 1 - \frac{NCC(F_p^v F_g^{v,j,k})}{NCC(G_p F_g^{v,j,k})} \right], $$

where $NCC(F_p^v, F_g^{v,j,k})$ is a normalized cross correlation between $F_p^v$ and $F_g^{v,j,k}$.

4.2. Gait-based matching

We use GEI [12] as a gait feature in this study. First, image normalization techniques [16] are applied to correct for lens distortion and camera rotation. A silhouette sequence is then extracted from the normalized image sequence using graph-cut-based segmentation [4] and background subtraction. Next, the silhouette sequence is normalized into a $88 \times 128$ pixel-sized silhouette sequence and finally the GEIs are computed from it. Examples of the GEIs with multiple views from a single image sequence are shown in Figure 2. We can see that GEIs with multiple views contain different types of information (e.g., body width at 55 [deg] and forward-backward arm swing at 85 [deg]).

Given a pair of GEIs, we calculate a dissimilarity score between them as follows. Let $G_p^v$ and $G_g^v$ be the GEI of a probe and a gallery associated with view $v$. The dissimilarity score between the probe and gallery from view $v$ is calculated by Euclidean distance as:

$$ S_{gv}(probe, gallery) = \| G_p^v - G_g^v \|_2. $$

4.3. Height-based matching

We assume that the camera is calibrated and hence the ground plane constraint on the position of the bottom point
of a foot is available. We first extract the position of the bottom point of the foot \((X^f_i, Y^f_i, 0)\) at the \(i\)-th frame in a world coordinate system, and then calculate the position of the head top point \((X^h_i, Y^h_i, Z^h_i)\) at the \(i\)-th frame in a world coordinate system based on the position of the head point in the image plane and the assumption that a subject stands perpendicular to the ground plane, namely, \(X^h_i = X^f_i\) and \(Y^h_i = Y^f_i\). Finally, we calculate the height of the subject by averaging over the image sequence as:

\[
h = \frac{1}{N_f} \sum_{i=1}^{N_f} Z^h_i,
\]

where \(N_f\) is the number of frames in the image sequence.

We then calculate a dissimilarity score from the absolute difference as:

\[
Sh = |hp - hg|,
\]

where \(hp\) and \(hg\) are the heights of subjects in the probe and gallery.

### 4.4. Fusion rule

To eliminate the subject dependency, we normalize the scores before fusion. Let \(S_{x_v}(i, j)\) be the scores of features \(x \in \{\text{gait (g)}, \text{face (f)}, \text{height (h)}\}\) between the \(i\)-th probe and the \(j\)-th gallery. In this study, we adopt a target-score normalization technique [7] and calculate a normalized score by:

\[
\tilde{S}_{x_v}(i, j) = \frac{S_{x_v}(i, j) - \mu_{x_v}(i)}{\sigma_{x_v}(i)},
\]

where \(\mu_{x_v}(i)\) and \(\sigma_{x_v}(i)\) are the mean and standard deviation associated with feature \(x\) from view \(v\) of the \(i\)-th probe, which are computed based on the dissimilarity scores between the \(i\)-th probe and all the subjects in the training data.

In this study, we consider five fusion rules (1) sum rule (denoted as Sum) (2) SVM with a linear kernel, (3) linear logistic regression (LLR) [2], (4) a method using kernel density estimation (KDE) [6], and a minimum rule (denoted as Min).

### 5. Experiment

#### 5.1. Database

We used the subset of OU-ISIR database [16] for performance evaluation. In this data set, individual subjects walked along a course, and data were captured using a single camera placed at a 5-meter distance from the course, as shown in Figure 3. The data were collected from 1,912 subjects, and two image sequences for each subject were available.

To obtain multi-view cues, we considered four views associated with four observation azimuth angles 55, 65, 75, and 85 [deg]. From each image sequence, we determined specific frames whose observation azimuth angles of the subjects coincided with the four angles, and extracted image subsequences associated with one gait cycle around the specific frames as the data associated with the four angles. Consequently, we obtained four image subsequences with different views from a single image sequence and hence the number of views is \(N_v = 4\).

#### 5.2. Experimental setting

To generate a fusion model, training data are necessary. In this study, we randomly divided the data into two groups, and performed 2-fold cross-validation. Because the accuracies may be influenced by the random grouping, we repeated the two-fold cross-validation five times so that we
could reduce the impact of the random grouping.

5.3. Experimental results

We evaluated the accuracies in terms of two different scenarios: verification and identification. For the verification scenario, we calculated the false acceptance rates (FARs) and false rejection rates (FRRs), and drew detection error tradeoff (DET) curves to see the tradeoff between FAR and FRR. For the identification scenario, we calculated the cumulative matching rates against ranks, and drew cumulative matching characteristic (CMC) curves. For comparison purposes, we also evaluated the multi-view fusion of face and gait, bi-modal fusion (face and gait) and the multi-modal fusion (face, gait, and height) of each view in this experiment.

Verification scenario
Figures 5, 6, and 7 show the DET curves of bi-modal, multi-modal, multi-view, and multi-view multi-modal fusion. We also summarized the associated equal error rates (EERs) in Tables 1 and 3.

From these results, we could observe that the proposed multi-view multi-modal fusions outperform bi-modal and multi-modals for any view, multi-view gait, and multi-view face. The minimum EER (the best result) 0.37% was achieved by the proposed multi-view multi-modal fusion with Sum. From the DET curves, we could observe that the proposed fusions outperformed the comparison fusion schemes for most operating points.

Identification scenario
Figures 8, 9, and 10 shows the CMC curves of bi-modal, multi-modal, multi-view, and multi-view multi-modal fusion. We also summarized the associated rank-1 identification rates (EERs) in tables 1 and 3.

By comparing the effects of multi-view and multi-modal, the improvements using multi-modal are greater than those using multi-views. The result is supported by the fact that the strength of the correlation between views within the same modality is stronger than that among modalities within the same view as shown in the scatter plots of the scores (see Figure 11(a), (b), and (c)). This result is interesting because the observation is slightly different from the research associated with the face and iris case [3], which reports that multi-sample fusion outperforms multi-modal fusion.

Moreover, because the multi-view fusion within the same modality and multi-modal fusion within the same view improve the accuracies at one level or another, we can further improve the accuracies by considering multi-view and multi-modal fusion simultaneously. As a result, the proposed multi-view multi-modal fusion significantly reduces EER by relatively 65.7%, compared with those for the best multi-view fusion within the same modality, and by relatively 37.3%, compared with the best multi-modal fusion within the same view. This is also supported by the fact that the score distribution in the score spaces for multi-view face, multi-view gait, and height show better separability of positive and negative samples in Figure 11(d) than those in 11(a), (b) and (c). This is why the multi-view multi-modal fusion achieves better accuracies than individual multi-view and multi-modal fusions.

Consequently, the proposed approach achieves an EER of 0.37% against data composed of 1,912 subjects. These results show that the multi-view multi-modal fusion is a useful approach to person verification tasks.

Identification scenario

<table>
<thead>
<tr>
<th>Verification</th>
<th>Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Face</strong></td>
<td><strong>Gait</strong></td>
</tr>
<tr>
<td><strong>Multi-view fusion</strong></td>
<td><strong>Multi-view multi-modal fusion</strong></td>
</tr>
<tr>
<td>Sum</td>
<td>2.12</td>
</tr>
<tr>
<td>SVM</td>
<td>1.55</td>
</tr>
<tr>
<td>LLR</td>
<td>2.03</td>
</tr>
<tr>
<td>KDE</td>
<td>2.23</td>
</tr>
<tr>
<td>Min</td>
<td>2.13</td>
</tr>
</tbody>
</table>

By comparing the effects of multi-view and multi-modal, the improvements using multi-modal are greater than those using multi-views. The result is supported by the fact that the strength of the correlation between views within the same modality is stronger than that among modalities within the same view as shown in the scatter plots of the scores (see Figure 11(a), (b), and (c)). This result is interesting because the observation is slightly different from the research associated with the face and iris case [3], which reports that multi-sample fusion outperforms multi-modal fusion.

Moreover, because the multi-view fusion within the same modality and multi-modal fusion within the same view improve the accuracies at one level or another, we can further improve the accuracies by considering multi-view and multi-modal fusion simultaneously. As a result, the proposed multi-view multi-modal fusion significantly reduces EER by relatively 65.7%, compared with those for the best multi-view fusion within the same modality, and by relatively 37.3%, compared with the best multi-modal fusion within the same view. This is also supported by the fact that the score distribution in the score spaces for multi-view face, multi-view gait, and height show better separability of positive and negative samples in Figure 11(d) than those in 11(a), (b) and (c). This is why the multi-view multi-modal fusion achieves better accuracies than individual multi-view and multi-modal fusions.

Consequently, the proposed approach achieves an EER of 0.37% against data composed of 1,912 subjects. These results show that the multi-view multi-modal fusion is a useful approach to person verification tasks.

Identification scenario
Tables 2 and 4 show the rank-1 identification rates of single-view unimodals, single-view bi-modal, single-view multi-modal, multi-view unimodal, and multi-view multi-modal fusion. Compared with the best single-view unimodal results, rank-1 identification rates for multi-view fusions of individual face and gait are improved to 96.40% (+6.01%) and 95.43% (+4.78%). Comparing the best single-view unimodal results in individual views, rank-1 identification rates for single-view multi-modal fusion are improved to 97.24% (+8.35%), 97.81% (+7.16%), 97.64% (+7.02%), and 97.92% (+7.53%) for 55, 65, 75, and 85-deg views, respectively. And in almost all cases, multi-modal fusion outperforms bi-modal fusion (excluding Min rule). We further improve the rank-1 identification rates to 99.15% by considering multi-modal and multi-view fusion simultaneously.

From these results, we conclude that the multi-view multi-modal fusion is also a useful approach for the person identification task.

### 7. Conclusions

This paper describes a method employing multi-view multi-modal biometrics from a single walking image sequence. While we adopted not only face and gait but also the actual height of a person which were all simultaneously captured by a single camera as multi-modal cues, we used the variation in observation views included in a single image sequence as multi-view cues. In our experiments, we constructed a multi-view multi-modal (face, gait, and height) score data set consisting of 1,912 subjects. We then evaluated the proposed method with the data set and achieved 0.37% equal error rate and 99.15% rank-1 identification rate.

The data in OU-ISIR used for evaluation was captured in similar conditions (e.g., the same days, the same attire, and natural facial expressions), the obtained results can be thought the upper-bound accuracy of the proposed method. We therefore plan to evaluate the proposed method against more realistic databases in future.

Future work will include the incorporation of spatial and temporal resolution of the image sequence as quality measures, and the treatment of missing data (e.g., face modality when observed from the rear and gait modality when a person stands still).
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Figure 5. DET curves of bi-modal and multi-modal fusion in single view

Figure 6. DET curves of each modality and multi-view fusion

Figure 7. DET curves of multi-view multi-modal fusion

Figure 8. CMC curves of bi-modal and multi-modal fusion in single view

Figure 9. CMC curves of each modality and multi-view fusion

Figure 10. CMC curves of multi-view multi-modal fusion

Figure 11. Scatter-plots: (a) gait scores of multi-views, (b) face scores of multi-view, (c) gait, face, and height scores, (d) multi-modal scores of multi-view.


