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Abstract: Abstract: Abstract: Abstract:  

In recent years penalised likelihood methods, such as the least absolute shrinkage and 

selection operator (lasso), the elastic net, the smoothly clipped absolute deviation 

(SCAD), the adaptive lasso and the group lasso, have become popular and been 

extensively studied in the statistics and machine-learning communities. These methods 

were developed to achieve both model fitting and feature selection, originally for 

regression and most recently for classification and clustering. Therefore they are 

extremely attractive for high-dimensional pattern analysis, in particular when sparsity is 

present in a so-called  `large-p-small-n' context,  the context that the sample size, n,  

is smaller than the feature dimension, p, and that traditional methods often fail.  In  

this tutorial, we shall review and discuss some established and state-of-the-art  

penalised likelihood methods for regression, classification and clustering, with respect  

to their intuitions, methodologies, computational algorithms and Bayesian counterparts.  

Course description Course description Course description Course description  

This half-day tutorial will review and discuss some established and state-of-the-art 

penalised likelihood methods for regression, classification and clustering, with respect  

to their intuitions, methodologies, computational algorithms and Bayesian counterparts.  

  

Syllabus:  

1. Introduction to penalised likelihood methods (PLM)  

2. PLM for high-dimensional regression (ridge regression, lasso, bridge regression, 

elastic net, relaxed lasso, adaptive lasso, SCAD, fused lasso, group lasso, etc.)  

(a) Intuitions and methodologies  

(b) Computational algorithms  



(c) Bayesian counterparts 

3. PLM for high-dimensional classification  

4. PLM for high-dimensional clustering 
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