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Abstract

This paper describes a method of gait recognition from image sequences wherein a subject is accelerating or decelerating. As a speed change occurs due to a change of pitch (the first-order derivative of a phase, namely, a gait stance) and/or stride, we model this speed change using a cylindrical manifold whose azimuth and height corresponds to the phase and the stride, respectively. A radial basis function (RBF) interpolation framework is used to learn subject specific mapping matrices for mapping from manifold to image space. Given an input image sequence of speed transited gait of a test subject, we estimate the mapping matrix of the test subject as well as the phase and stride sequence using an energy minimization framework considering the following three points: (1) fitness of the synthesized images to the input image sequence as well as to an eigenspace constructed by exemplars of training subjects; (2) smoothness of the phase and the stride sequence; and (3) pitch and stride fitness to the pitch-stride preference model. Using the estimated mapping matrix, we synthesize a constant-speed gait image sequence, and extract a conventional period-based gait feature from it for matching. We conducted experiments using real speed transited gait image sequences with 179 subjects and demonstrated the effectiveness of the proposed method.

1. Introduction

Human gait has been recently recognized as one of several biometric modalities for verifying people’s identity. It has several unique advantages over other biometric modalities (e.g., DNA, fingerprint, finger and palm veins, iris, ear, and face) because it can be recognized even if a subject is located far from the camera (or the image resolution is low) and is also uncooperative (e.g., a perpetrator captured by a CCTV camera). Gait recognition was used to provide evidence against a burglar in the United Kingdom court [5], and the development of a gait-based identity verification system for criminal investigation was reported in [13].

In spite of considerable progress in gait recognition research, invariance to large intra-class variations of gait features is still a challenging problem (e.g., walking speed [33, 35, 2], viewpoint [23, 15, 27], clothing [12], and elapsed time [31, 29]). Among these features, speed invariance is one of the most important issues because walking speed often varies depending on situation.

Gait recognition from a speed-transited gait image sequence is an important problem because a speed-transited gait image sequence is commonly observed in many situations where people occasionally decelerate and accelerate. For example, people decelerate in front of a red pedestrian crossing signal and accelerate after the signal turns green. In addition, people decelerate when approaching the door of a room, shop, or building, and accelerate after passing through the doorway. Walking speed change is considered from two aspects: (1) walking speed change between a matching pair of gait image sequences and (2) walking speed change within a gait image sequence. While most studies of speed-invariant gait recognition [33, 35, 2] consider the first aspect as cross-speed gait recognition, so far very limited attention has been paid to the second aspect.

Walking speed change is essentially derived from two factors: (1) the change in pitch (the first-order derivative of phase, namely, gait stance) and (2) the change in stride. If the speed transition is only derived from the first factor, the problem can be solved by non-linear time warping techniques [6, 37, 2]. However, both factors simultaneously change under a real speed transition, and hence rate adjustment alone does not work for the speed-transited gait image sequence.

Therefore, in this paper, we tackle this challenging problem: gait recognition from a speed-transited gait image sequence. The contributions of this paper are summarized as follows.

Cylindrical manifold to simultaneously model phase and stride: We employ a cylindrical manifold whose azimuth and height corresponds to the phase and the stride, respectively, and define a subject-dependent mapping function to map an arbitrary point on the manifold to image space.
Unified framework of reconstruction-based and exemplar-based methods of estimating subject-dependent mapping function: Because it is difficult to estimate the subject-dependent mapping function from only a limited observation of a speed-transited gait image sequence, we construct an eigenspace of mapping functions comprising an auxiliary set of the phase-synchronized multi-stride, multi-subject exemplar gait image sequences. Using an energy minimization framework, we then estimate the subject-dependent mapping function based on the fitness to both the input speed-transited gait image sequence and the eigenspace.

Pitch-stride preference model to robustly estimate the phase and the stride: Robust estimation of phase and stride is essential for accurate estimation of the subject-dependent mapping function, and hence we introduce a pitch-stride preference model that defines a subject-dependent relationship between pitch and stride under speed variation. Parameters of the pitch-stride preference models are also estimated in the above energy minimization framework.

2. Related work

Gait features: Gait features used for recognition can be mainly divided into two types: period-based features and frame-based features. Period-based features are typically computed from one gait period consisting of several frames. Among these period-based features, averaged silhouette [20] (also known as gait energy image (GEI) [11]) is one of the most frequently used features for gait recognition. Other types of period-based gait features include masked GEI [4], frequency-domain features [23], gait entropy images [3], gait flow images [16], chrono-gait images [38], Fourier descriptors [39], and Gabor features [34]. Although these gait features are basically normalized by the gait period, i.e. they are invariant to the change of the gait period, they are not invariant to the change within the gait period.

Frame-based features are computed from individual frames or few consecutive frames. The simplest one is the raw silhouette itself [31, 21, 6] or its projection into principal component (PCA) space [30]. Other types include, but are not limited to, width vector [8] and frieze pattern [19]. Although the frame-based features can handle the pitch change within the gait period in conjunction with non-linear time warping, they are sensitive to silhouette segmentation errors.

In addition, both period-based and frame-based features are significantly affected by change in stride, and hence they require another speed-invariant framework.

Non-linear time warping for gait recognition: To cope with the change of pitch within the gait period, many researchers employ dynamic time warping for frame-based raw silhouette sequence [6, 37] or width vector [8].

As a probabilistic representation of non-linear time warping, a hidden Markov model (HMM) is also frequently employed [32, 7]. For example, Aqmar et al. [2] proposed a gait recognition method using a combination of cubic higher-order local auto-correlation features and the HMM. Liu et al. [21] presented a dynamics-normalized gait recognition algorithm using a population HMM (pHMM). Using the Viterbi decoding, a given sequence is mapped onto the pHMM states and therefore normalized. The average of the stances of each state provides a dynamics normalized gait period of fixed length. Although these approaches can cope with the change of pitch within the gait period, they cannot handle the change in stride.

Adaptation to stride change for gait recognition: Compared with adaptation to changes in pitch, there are few studies on adaptation to changes in stride for gait recognition. Tanawongsuwan et al. [33] proposed a method of stride normalization of double-support gait silhouettes based on statistical relationship between walking speed and stride. They used only five silhouettes (two single-support images and three double-support images) for recognition and discarded the other informative images. Tsuji et al. [35] proposed a method of gait silhouette transformation from one speed to another to deal with walking speed variation in gait recognition. Based on the assumption that dynamic features are dependent on speed changes while static features are independent of speed changes, the dynamic and static features are extracted separately. Therefore, speed transformation is applied to the dynamic features only. Kusakunniran et al. [14] deployed Procrustes shape analysis to adapt to speed changes, and exploited the higher-order shape configuration as a gait feature. These two methods assume that walking speed is constant within the gait period, and hence may fail to deal with the speed-transited gait image sequence.

Use of auxiliary set for robust gait recognition: Another line of research related to our work is gait recognition using an auxiliary set to improve the robustness with respect to a variety of covariates (e.g., viewpoints). Makihara et al. [23] proposed a view transformation model (VTM) via factorization of a matrix composed of an auxiliary set of non-recognition targets. Kusakunniran et al. [15] re-formulated the cross-view gait recognition as a regression problem, and proposed a VTM using support vector regression. Martin-Fellez and Xiang [28] cast the gait recognition problem as a bipartite ranking problem using an auxiliary set and demonstrated the effectiveness for any covariate types. All of the above methods adopt period-based gait features, and hence they cannot cope with a speed-transition within a gait period.

Manifold learning: For gait and human motion analysis, low-dimensional manifold representation has been used by several researchers. For example, for 3D person tracking,
Figure 1. Phase-synchronized multi-stride exemplars and their location on the cylindrical manifold.

Lee et al. [17] combined kinematics and visual manifolds and Urtasun et al. [36] used a scaled Gaussian process latent variable model to learn prior models. In [9], Elgammal et al. used a nonlinear manifold to separate the style and content of human gait; Lee et al. [18] used cylindrical manifold embedding for hand rotation and grasp tracking from a single IR camera; and in a person identification task [7], a Gaussian process latent variable model was used for low-dimensional embedding and an HMM was used for modeling the temporal dynamics. Most of these works mainly deal with the tracking problem, where subject individuality is ignored. However, in our work, instead of tracking, we synthesize the human silhouette sequence at different speeds. This problem formulation requires that the synthesized silhouettes are very close to the observation. In a recent work on view invariant gait recognition [27], a torus-based manifold was used to reconstruct a gait sequence at any desired view. However, in this work, reconstruction was based on the exemplars only, and therefore required a large amount of training data with rich variation of gait styles and shapes. In another work [1], the problem of gait recognition from low frame-rate video is handled. Although both exemplar-based and reconstruction-based cues were used to synthesize a high frame-rate gait sequence, it was assumed that the person was walking at a constant speed.

3. Modeling speed transition

3.1. Cylindrical manifold representation

To represent gait with speed variation, a cylindrical manifold (see Fig. 1) is introduced to associate an image with an arbitrary pair of phases and strides (representing speed) where the azimuth angle indicates the phase and the vertical position indicates the stride. A point \( x \in \mathbb{R}^3 \) on the manifold whose phase and stride is \( s \) and \( v \)\(^1\) is then represented by the following mapping function.

\[
x = f(s, v) = [\cos(2\pi s), \sin(2\pi s), v]^T
\]

Next, RBF centers on the cylindrical manifold are introduced as \( \{ z_j \}_{j=0}^{NC-1} \), which are uniformly distributed along azimuth and vertical directions. An arbitrary point \( x \) on the cylindrical manifold is mapped into the image space as the vector \( y \in \mathbb{R}^{N^1} \) by using a radial basis function \( k(\cdot, \cdot) \) between the point and all the RBF centers as

\[
y = D\psi(x)
\]

\[
\psi(x) = [k(x, z_0), \ldots, k(x, z_{NC-1})]^T
\]

\[
k(x, z_j) = \exp \left( -\frac{{||x - z_j||}^2}{2\sigma^2} \right) \forall j,
\]

where \( D \in \mathbb{R}^{N^1 \times NC} \) is a mapping matrix from a RBF coefficient vector \( \psi(x) \in \mathbb{R}^{NC} \) to the image vector \( y \) and \( \sigma \) is the bandwidth of RBF.

3.2. Reconstruction-based mapping matrix estimation

The simplest way to estimate the mapping matrix is the direct solution from the observed data. Given a sequence of \( N \) image vectors, phases, and strides as \( Y = [y_0, \ldots, y_{N-1}] \in \mathbb{R}^{N^1 \times N} \), \( s = [s_0, \ldots, s_{N-1}]^T \), and \( v = [v_0, \ldots, v_{N-1}]^T \) for a specific person, the following equation holds,

\[
Y = D\hat{\Psi}(s, v),
\]

where \( \Psi(s, v) = [\psi(f(s_0, v_0)), \ldots, \psi(f(s_{N-1}, v_{N-1}))] \in \mathbb{R}^{NC \times N} \) is a RBF coefficient matrix. Here, if the rank of the RBF coefficient matrix \( \Psi \) is equal to the number of RBF centers \( NC \), and \( s \) and \( v \) are known, mapping matrix \( D \) can be solved by the following least square

\[
\hat{D} = Y \Psi^+,
\]

where \( \Psi^+ \) is a pseudo-inverse of \( \Psi \) defined as \( \Psi^+ = \Psi^T (\Psi \Psi^T)^{-1} \). Once the mapping matrix \( D \) is obtained, an image of the specific person with an arbitrary pair of phases and strides is synthesized by Eqs. (1)(2). Note that sequences \( Y', s', v' \) for another person gives another mapping matrix \( D' \), and therefore the mapping matrix contains the walking style information of each person. A limitation of this approach is that \( D \) cannot be solved accurately if limited phase-stride pairs are observed in the test data as the rank of \( \Psi \) is degenerate.

3.3. Example-based mapping matrix estimation

Another method of mapping matrix estimation is using exemplars (gait sequences with set of strides obtained from non-target training subjects (see Fig. 1)). In this approach, we assume that sufficient pairs of phases and strides are observed for those training subjects, and hence mapping matrices are successfully computed using Eq. (6). Thereafter PCA is applied to reduce the dimension, and the mean matrix \( \hat{D}^E \) and \( M \) eigen matrices \( \{ D^E_m \}_{m=0}^{M-1} \)\(^2\)

\[2\] A two-dimensional image with size \( N^1 \) is unfolded into a one-dimensional vector \( y \).
are obtained as a result. Now, a mapping matrix \( \hat{D} \) for a test subject is approximated by the eigen-space as

\[
\hat{D} = \hat{D}^E + \sum_{m=0}^{M-1} a_mD_m^E,
\]

where the weight vector \( \mathbf{a} = [a_0, \ldots, a_{M-1}]^T \) contains the weights of eigenmatrices \( D_m^E \). While this exemplar-based method enables us to represent the mapping matrix using exemplars, a major weakness of this approach is that if the training data do not contain sufficient variation of gait styles and shapes, the synthesized images will differ significantly from the observed test data.

### 3.4. Pitch-stride preference model

To estimate a mapping matrix accurately by reconstruction-based and/or exemplar-based approaches, accurate estimation of the phase sequence \( \mathbf{s} \) and the stride sequence \( \mathbf{v} \) is essential. It is, however, difficult to estimate the phase and stride independently frame-by-frame, and it is likely that unstable phase and stride sequence will be estimated.

We notice that each subject has his or her own preferred combination of pitch \( p \) (the first order difference of the phase, expressed as \( p_i = s_i - s_{i-1} \)) and stride \( v \) under speed variation as shown in Fig. 2(a). In addition, we observe that pairs of the pitches and strides are well represented by a line for each subject. We therefore introduce the pitch-stride preference model as a line in the pitch-stride space to constrain the stride and phase sequences in the estimation step. Specifically, we express the line for the pitch-stride preference model by \( \rho, \theta \) representation as

\[
v \cos \theta + p \sin \theta = \rho.
\]

Moreover, we introduce prior knowledge of the parameters \( \rho \) and \( \theta \) of the pitch-stride preference model. As shown in Fig. 2(b), the distribution of the pitch-stride preference model parameters are tightly constrained. We therefore represent this distribution as a single Gaussian distribution \( \mathcal{N}(\mathbf{\mu}, \Sigma) \), where \( \mathbf{\mu} \) is a two-dimensional mean vector, and \( \Sigma \) is a \( 2 \times 2 \) covariance matrix. We use this distribution as a prior to constrain the parameters of the pitch-stride preference model of a test subject. Note that the mean vector \( \mathbf{\mu} \) and the covariance matrix \( \Sigma \) are computed using the training subjects from the same auxiliary set that was used for learning the eigen space of the mapping matrix.

### 4. Estimation

#### 4.1. Energy minimization framework

We formulate the estimation process as an energy minimization framework by considering both reconstruction-based and example-based mapping matrix estimation approaches as well as the pitch-stride preference model. More specifically, an energy function \( S \) is expressed as a sum of three terms: (1) a mapping matrix fitness term \( S_M \), (2) a pitch and stride smoothness term \( S_S \), and (3) a pitch-stride preference model term \( S_P \) as

\[
S(D, a, s, v, \rho, \theta) = S_M(D, a, s, v) + S_S(s, v) + S_P(\rho, \theta, s, v)
\]

The mapping matrix term \( S_M \) further consists of (1a) a data fitness term: squared errors between the reconstructed images based on the mapping matrix \( D \) and the observed images \( Y \) and (1b) an eigenspace fitness term: squared error between the mapping matrix \( D \) and those represented in the eigenspace as

\[
S_M(D, a, s, v) = \lambda_{Md} \| D\Psi(s, v) - Y \|_F^2 + \lambda_{Me} \| \bar{D}^E + \sum_{m=0}^{M-1} a_mD_m^E - D \|_F^2,
\]

where \( \lambda_{Md} \) and \( \lambda_{Me} \) are the coefficients for individual terms and \( \| \cdot \|_F \) means the Frobenius norm of a matrix.

The pitch and stride smoothness term \( S_S \) consists of the sums of squared second-order derivatives of the pitches and strides as

\[
S_S(s, v) = \frac{\lambda_{Sp}}{N_{im} - 3} \sum_{i=2}^{N_{im} - 2} (p_{i-1} - 2p_i + p_{i+1})^2 + \frac{\lambda_{Sv}}{N_{im} - 2} \sum_{i=1}^{N_{im} - 2} (v_{i-1} - 2v_i + v_{i+1})^2,
\]

where \( \lambda_{Sp} \) and \( \lambda_{Sv} \) are the coefficients for individual terms, and \( N_{im} \) is the number of input images.

The pitch-stride preference model term \( S_P \) consists of two terms. The first term is the fit of the pitch and stride sequences to the pitch-stride preference model, and the second term is the fit of the pitch-stride preference model.
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Figure 3. Estimation procedure.

\[ S_P(\rho, \theta, s, v) = \frac{\lambda_{Pd}}{N_{im}} \sum_{i=0}^{N_{im}-1} (v_i \cos \theta + p_i \sin \theta - \rho)^2 + \lambda_{Pe}(\lVert \rho \theta^T - \mu \rVert^T \Sigma^{-1}(\lVert \rho \theta^T - \mu \rVert) \] (12)

where \( \lambda_{Pd} \) and \( \lambda_{Pe} \) are the coefficients for individual terms. \( v_i \) and \( s_i \) are estimated using dynamic programming (DP) framework (sec. 4.3) and using the definition \( p_i = s_i - s_{i-1} \). We obtain the optimal mapping matrix \( D^* \), the weight vector \( a^* \), phase sequence \( s^* \), stride sequence \( v^* \), and pitch-stride preference model parameters \( \rho^* \) and \( \theta^* \) by minimizing the energy function \( S \).

### 4.2. Iterative solution

The energy function is a quadratic form with regard to the mapping matrix \( D \) and weight vector \( a \), and hence can be solved by linear least squares under a fixed phase and stride sequence. On the other hand, the energy function is a nonlinear form with regard to \( s, v, \rho \), and \( \theta \), and hence a nonlinear optimizer needs to be introduced to solve it. As the initial solution is crucial for the nonlinear optimizer, DP is used to provide an appropriate initial solution.

For this purpose, we introduce an iterative solution framework shown in Fig. 3. At first, initial phase and stride sequences are estimated by DP as described in the next subsection. Thereafter, the mapping matrix is obtained by linear least squares under the fixed phase and stride sequence. The phase and stride sequence is then solved by a non-linear optimizer, more specifically, the Levenberg-Marquardt method, under the fixed mapping matrix, and subsequently the pitch-stride preference model parameters are solved under the fixed phase and stride sequence. These steps are iterated until the convergence or the maximum number of iterations is reached.

### 4.3. Initial phase and stride estimation

Initial phase and stride sequences are estimated by DP in conjunction with phase-synchronized multi-stride multi-subject exemplars. Let us define a set of quantized phases with equal interval \( \Delta s \) for the DP as \( \{ s_k^q | s_k^q = k\Delta s, k = 0, \ldots, N^q - 1 \} \) and that of quantized strides with equal interval \( \Delta v \) as \( \{ v_l^q | v_l^q = v_{\text{min}} + l\Delta v, l = 0, \ldots, N^v - 1 \} \). In addition, an image vector for the \( n \)-th exemplar subject at \( k \)-th quantized phase and \( l \)-th quantized stride is denoted as \( y^q_{n,k,l} \). Given an input image sequence \( Y = [y_0, \ldots, y_{N-1}] \), the optimal correspondence (path) between the input image sequence and each subject of the phase-synchronized multi-stride exemplar image sequence \( \{ y^q_{n,k,l} \} \) is obtained by the DP, and the optimal subject and its associated path whose cumulative cost is the minimum are adopted.

For this DP scheme, a cumulative cost and the optimal phase and stride transition from the \((i - 1)\)-th frame (previous frame) to the \(i\)-th frame (current frame) at the \(k\)-th quantized phase and \(l\)-th quantized stride in the \(n\)-th exemplar subject, are denoted as \( c^n(i, k, l) \), \( p^n_s(i, k, l) \), and \( p^n_v(i, k, l) \). Now, the optimal path for the input image sequence is estimated via the following procedure.

1. Initialize cumulative cost \( c^n(0, k, l) \) at the first frame.

\[ c^n(0, k, l) = \| y^q_{0,k,l} - y_0 \|^2 \] (13)

2. Update transition path \( \{ p^n_s(i, k, l), p^n_v(i, k, l) \} \) and cumulative cost \( c^n(i, k, l) \)

\[ p^n_s(i, k, l), p^n_v(i, k, l) = \arg \min_{t \in R^*_k, u \in R^*_l} c^n(i-1, t, u) \] (14)

\[ c^n(i, k, l) = c^n(i-1, p^n_s(i, k, l), p^n_v(i, k, l)) + \| y^q_{n,k,l} - y_i \|^2 \] (15)

where \( R^*_k \) is the set of possible quantized phases in the previous frame, which is transited to the \(k\)-th quantized phase in the current frame, and \( R^*_l \) is the set of possible quantized strides in the previous frame, which is transited to the \(l\)-th quantized stride in the current frame. They are defined as

\[ R^*_k = \{ s_i^q | 0 \leq s_i^q - s_i^q \leq s_{tol} \} \] (16)

\[ R^*_l = \begin{cases} \{ v_l^q | 0 \leq v_l^q - v_{tol} \leq v_{tol} \} & \text{(Acceleration)} \\ \{ v_l^q | v_{tol} \leq v_l^q - v_{tol} \leq 0 \} & \text{(Deceleration)} \end{cases} \] (17)

where \( s_{tol} \) and \( v_{tol} \) are tolerance parameters to control transition ranges for phase and stride, respectively.

3. Choose the optimal subject \( n^* \) and its associated terminal path \( \{ p^n_s(N-1), p^n_v(N-1) \} \)

\[ \{ n^*, p^n_s(N-1), p^n_v(N-1) \} = \arg \min_{n,k,l} c^n(N-1, k, l) \] (18)

where \( p^n_s(i) \) and \( p^n_v(i) \) are the optimal quantized phase and stride at the \(i\)-th frame for the optimal subject \( n^* \).

4. Trace the optimal path backward.

\[ p^n_s(i - 1) = p^n_s(i, p^n_s(i), p^n_v(i)) \] (19)

\[ p^n_v(i - 1) = p^n_v(i, p^n_s(i), p^n_v(i)) \] (20)

Finally, given the optimal path \( \{ p^n_s(i), p^n_v(i) \} \), the optimal phase and stride sequence is set as \( \{ s_i^q, v_i^q | s_i^q = s^q_{p^n_s(i)}, v_i^q = v^q_{p^n_v(i)} \} \).
5. Experiments

5.1. Dataset

For the performance evaluation of gait recognition under speed transition, we prepared two datasets: (1) dataset 1 and (2) dataset 2. Although there are several publicly available gait databases with multiple constant speeds (e.g., CMU Mobo Database [10] and the OU-ISIR Gait Database [22]), there are no publicly available gait databases with speed transition within an image sequence.

**Dataset 1**: Here the probe set consists of speed transited gait sequences recorded from 26 subjects in indoor environment. We placed a poster on the wall and asked each subject to walk toward the poster and gradually decrease walking speed to finally stop (see the supplementary material). We used the final gait periods of the walking sequences as probe which contain significant change in stride. For gallery set, we collected gait sequences from 179 subjects, which includes the 26 probe subjects, and the subjects walked at constant speed (4 km/h on treadmill) or nearly constant speed (on ground) for few seconds.

**Dataset 2**: For probe set, we collected 25 subjects and each subject walked on the treadmill twice using the automatic speed transition protocol that contained a pair of accelerations from 1 km/h to 5 km/h and decelerations from 5 km/h to 1 km/h. Each acceleration and deceleration was performed within approximately three seconds, and middle subsequences with one second were extracted for acceleration and deceleration. For gallery set, we collected 154 subjects, which includes the 25 probe subjects, and each subject walked at a constant speed (4 km/h) for six seconds.

As an auxiliary training set, we collected 24 separate subjects and each subject walked at 2, 3, 4, and 5 km/h. The phase registration method [24] was applied for each sequence, and the multi-stride phase-normalized image sequences were extracted. A simple frame-shifting scheme was then performed to synchronize the phase among the training subjects and consequently the phase-synchronized multi-speed multi-subject exemplar image sequences were obtained. However, within the same speed sequence, stride differences were observed across the subjects owing to individual pitch-stride preferences. Therefore, we constructed multi-stride multi-subject exemplar image sequences using a shape morphing technique [26]. Both extrapolation and interpolation were used, and the morphing rates were selected so that the strides became well aligned. These multi-stride multi-subject exemplar image sequences were used for learning the eigenspace of the mapping matrix, obtaining a prior for the pitch-stride preference model parameters and the initial phase and stride estimation by DP.

All of the image sequences were captured at 60 fps and binarized by background subtraction-based graph-cut segmentation [25] and size-normalized into 22 $\times$ 32 pixels. Probe examples of size-normalized image sequences under acceleration and deceleration are shown in Fig. 4.

5.2. Parameter setting

The number of RBF centers on the cylindrical manifold was set to $N_v = 30$ for azimuth (phase) and $N_s = 4$ for height (stride), which sums up to $N^C = N^v_s N^v_p = 120$, and the standard deviation for the RBF kernel was set to $\sigma = 2\pi/N^C$. To set the coefficients for the energy function, we do a parameter sensitivity analysis (provided in the supplementary material) where we noticed that performance is largely affected by the data term and the exemplar term coefficients, while it is little affected by the other coefficients. The coefficients for the energy function were set as $\lambda_{Md} = 1$, $\lambda_{Me} = 0.01$, $\lambda_{Sp} = 10^2$, $\lambda_{Pd} = 10^2$, and $\lambda_{Pe} = 0.01$, respectively. In the DP, the quantization intervals for phase and speed were set as $\Delta s = 0.01$ and $\Delta v = 0.01$, and the tolerance parameters were set as $s_{tol} = 2.0$ and $v_{tol} = 1.0$.

5.3. Reconstruction of constant speed gait

In this section, reconstructed constant speed phase-normalized image sequences are compared with original image sequences under the same constant speed for qualitative evaluation as shown in Fig. 5. The results show that the reconstructed phase-normalized image sequence is similar to the constant-speed gallery of the same subject.

5.4. Gait recognition

In this section, performance of gait recognition under speed transition is evaluated. The Procrustes shape analysis-based method (denoted as Procrustes) [14], HMM-based method (denoted as HMM) [2] and Dynamic time warping (DTW) [6] were adopted as benchmarks. The Procrustes shape [14] can handle stride changes to some extent,
Performance measure | No trans. | Procrustes | HMM | DTW | Proposed | No trans. | Procrustes | HMM | DTW | Proposed |
--- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
EER (%) | 12.0 | 28.0 | 9.2 | 20.0 | 8.0 | 12.0 | 24.0 | 8.0 | 19.0 | 8.0 |
AUC | 0.054 | 0.217 | 0.091 | 0.088 | 0.014 | 0.039 | 0.133 | 0.067 | 0.075 | 0.015 |
Rank-1 id. rate (%) | 48.0 | 24.0 | 56.0 | 40.0 | 72.0 | 60.0 | 36.0 | 72.0 | 36.0 | 84.0 |
Rank-5 id. rate (%) | 76.0 | 48.0 | 80.0 | 52.0 | 96.0 | 80.0 | 60.0 | 88.0 | 56.0 | 92.0 |

Table 1. EER, AUC, rank-1 and rank-5 identification rates for dataset 2. Bold figures represent the best results.

Figure 6. ROC (left) and CMC curves (right) for dataset 1.

(a) Acceleration  
(b) Deceleration  
Figure 7. ROC (top) and CMC curves (bottom) for dataset 2.
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